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I
Preface
n	Jorge	Luis	Borges’s	short	story	“The	Secret	Miracle,”	a	writer	is	unjustly
imprisoned	by	the	Nazis	and	sentenced	to	death.	On	the	eve	of	his

execution,	he	prays	to	God,	asking	for	a	year	to	finish	his	play.	That	night	he
dreams	that	his	prayer	is	answered,	but	the	next	morning	he	is	nevertheless
led	down	to	the	firing	squad	in	gloomy	rain.	As	he	stands	in	front	of	four
soldiers,	“a	heavy	drop	of	rain	graze[s]	[his]	temple	and	roll[s]	slowly	down
his	cheek;	the	sergeant	call[s]	out	the	final	order.”

But	suddenly,	miraculously,	the	universe	stops:

The	weapons	converged	upon	[him],	but	the	men	who	were	to	kill
him	were	immobile.	The	sergeant’s	arm	seemed	to	freeze,	eternal,	in
an	inconclusive	gesture.	.	.	.	As	though	in	a	painting,	the	wind	had
died.	[He]	attempted	a	scream,	a	syllable,	the	twisting	of	a	hand.	He
realized	that	he	was	paralyzed.	He	could	hear	not	the	slightest
murmur	of	the	halted	word.	He	thought	.	.	.	time	has	halted.	.	.	.

He	had	asked	God	for	an	entire	year	in	which	to	finish	his	work;
God	in	His	omnipotence	had	granted	him	a	year.	God	had	performed
for	him	a	secret	miracle:	the	German	bullet	would	kill	him,	at	the
determined	hour,	but	in	[his]	mind	a	year	would	pass	between	the
order	to	fire	and	the	discharge	of	the	rifles.

In	this	secret	year	the	writer	crafts	his	play	into	perfection.	Without	the
aid	of	movement,	or	speech,	or	writing,	he	repeats	the	acts	in	his	head,	honing
every	paragraph	and	polishing	every	word.	At	long	last	“[h]e	complete[s]	his
play;	only	a	single	epithet	[is]	left	to	be	decided	upon	now.	He	[finds]	it;	the
drop	of	water	roll[s]	down	his	cheek.	He	[begins]	a	maddening	cry,	he
[shakes]	his	head,	and	the	fourfold	volley	fell[s]	him.”

In	2010	Dan	Wegner	was	diagnosed	with	ALS.	This	degenerative	disease
slowly	destroyed	his	ability	to	walk,	to	stand,	to	move,	to	talk,	to	eat,	and—
eventually—to	breathe.	Before	his	diagnosis,	Dan	had	conceived	of	this	book
in	his	mind,	but—like	Borges’s	prisoner—had	only	just	begun	writing	it.
Recognizing	the	inexorable	march	of	his	disease,	Dan	asked	me	to	join	him
and	help	transform	the	ideas	into	words.	It	is	my	hope	that	his	wisdom	and
wit	shine	through	in	these	chapters;	if	they	do	not,	the	fault	is	mine	alone.



My	miracle,	it	is	no	secret,	was	having	Dan	as	my	graduate	adviser.	This
book	is	dedicated	to	his	creativity	and	unique	perspective,	to	his	witty	one-
liners,	his	collection	of	robots,	and	his	ability	to	render	clear	the	mysteries	of
human	experience.	May	we	always	perceive	his	mind.

—KG





N

Chapter	1

WELCOME	TO	THE	CLUB
othing	seems	more	real	than	the	minds	of	others.	Every	day,	you
consider	what	your	boss	might	be	thinking,	whether	your	spouse	is

happy,	and	what	that	shady	crew	of	teenagers	wants.	The	apparent	reality	of
other	minds	is	so	powerful	that	you’ve	likely	never	stopped	to	ask	whether
they	actually	exist.	But	there	is	a	very	real	possibility	that	everyone	you	know
could	be	mindless	zombies.

Even	your	mother	could	be	a	zombie.	She	may	not	shuffle,	groan,	or	eat
brains,	but	she	could	still	be	a	philosophical	zombie—someone	who	acts	and
speaks	normally	but	who	lacks	conscious	experiences.	Your	life	may	be	filled
with	rich	mental	experiences,	but	your	mother’s	could	be	completely	empty.
Instead	of	a	bustling	city	of	thought	and	emotion,	Mom’s	mental	life	might	be
like	a	Hollywood	set,	with	only	the	appearance	of	reality.	When	you	hug	each
other,	you	might	feel	warm	and	safe,	but	her	brain	might	only	robotically
register	the	pressure	of	your	arms.	Now,	you	might	think,	“No,	not	my
mother!”	but	how	could	you	prove	otherwise?	Even	sophisticated	brain	scans
can’t	reveal	what	it’s	like	to	be	another	person.

That	your	mother	might	be	a	fleshy	automaton	stems	from	the
philosophical	“problem	of	other	minds.”1	Because	we	can	never	directly
experience	the	inside	of	other	minds,	many	questions	about	them	are
fundamentally	unanswerable.	Do	strawberries	taste	the	same	to	you	as	to
someone	else?	Is	your	blue	the	same	as	someone	else’s	blue?	Perhaps	when
you	look	at	the	sky,	you	see	what	someone	else	would	call	yellow.	If	you’re	a
man,	then	you	can	never	know	what	it	feels	like	to	give	birth.	If	you’re	a
woman,	then	you	can	never	know	what	it	feels	like	to	be	kicked	in	the
goolies.

More	fundamental	than	the	uncertainty	of	other	people’s	specific
experiences,	you	can	never	be	certain	that	other	minds	even	exist.	You	might
be	the	only	mind	in	the	whole	world,	the	sole	sentient	being	in	a	crowd	of
mindless	drones	or	the	lone	true	thinker	within	a	computer-generated	matrix.

The	uncertainty	of	other	minds	has	fueled	centuries	of	philosophizing	and
also	lies	at	the	heart	of	some	of	the	most	interesting—and	most	terrible—
human	behavior.	As	we	will	see,	it	can	explain	how	the	Nazis	could	murder
six	million	Jews,	why	animals	are	sometimes	tortured	for	sport,	and	why
people	debate	the	existence	of	God	so	intensely.	The	mysterious	nature	of



other	minds	can	also	help	to	explain	the	behavior	of	one	British	man	named
Dennis	Nilsen.

Dennis	Nilsen	was	born	in	1945	in	a	seaside	town	in	Scotland.	After	a
brief	stint	in	the	army,	he	moved	to	London,	where	he	worked	first	as	a	police
officer	and	then	as	a	civil	servant.	Despite	his	good	job,	Nilsen	felt	unfulfilled
and	isolated;	he	seldom	spoke	to	his	family,	had	few	friends,	and	had
difficulty	maintaining	close	relationships.	He	also	had	dark	fantasies	about
sexually	dominating	young	men,	whom	he	liked	to	imagine	as	completely
passive	or	even	unconscious.	After	the	dissolution	of	one	relationship,	Nilsen
began	luring	young	men	into	his	apartment	with	the	promise	of	food,	alcohol,
and	lodging.	Once	they	were	asleep,	Nilsen	would	strangle	them	into
unconsciousness	before	drowning	and	dismembering	them	in	the	bathtub.	He
managed	to	murder	fifteen	people	before	being	discovered	and	sentenced	to
prison	for	life.

Strikingly,	although	Nilsen	was	a	ruthless	murderer	of	other	people,	he
had	the	deepest	affection	for	his	dog,	a	mutt	named	Bleep.	Following	his
arrest,	Nilsen’s	biggest	concern	was	not	about	the	families	of	those	men	he
killed,	or	even	about	himself,	but	about	his	furry	companion—would	she	be
traumatized	by	his	arrest?	How	could	Nilsen	be	indifferent	to	the	pain	of
those	he	murdered	and	yet	be	overwhelmed	by	the	possible	suffering	of	his
dog?

Perhaps	the	answer	is	that	his	dog	was	special	and	somehow	had	deeper
emotions	and	richer	thoughts—that	is,	more	mind—than	his	victims.	Most	of
us	would	scoff	at	this	idea.	No	matter	how	cunning	Nilsen’s	canine,	we
generally	agree	that	people	have	more	mind	than	dogs,	which	means	that
people	deserve	more	compassion	and	concern	than	dogs.	But	Nilsen	decided
otherwise,	believing	that	his	dog	had	more	mind	than	people,	which	gave
Bleep	essential	moral	rights	denied	to	humans.	Nilsen	disagreed	with	the	rest
of	us	about	the	relative	status	of	humans	and	dogs	in	the	“mind	club.”

The	mind	club	is	that	special	collection	of	entities	who	can	think	and	feel.
It	is	that	all-important	league	of	mental	heroes	whose	superpowers	are	not	X-
ray	vision	or	teleportation	but	instead	simply	the	ability	for	thought	and
emotion.	Members	in	the	mind	club	are	“minds,”	whereas	nonmembers	are
simply	“things.”

Who	belongs	in	this	mind	club?	To	begin	with,	we	can	probably	rule	out
the	turnip.	It	seems	safe	to	say	we	aren’t	missing	much	by	assuming	that
there’s	nobody	home	in	there.	At	the	other	extreme	are	things	that	almost
definitely	have	minds,	like	you	and	us.	The	snooty	remark	goes	“and	we’re



not	so	sure	about	you,”	but	we	are	reasonably	sure	about	you	or	we	wouldn’t
be	bringing	this	up	to	you	now.

We	are	likely	all	members	of	the	mind	club.	But	how	should	we
understand	the	things	that	fall	between	us	and	the	turnip?	What	shall	we	make
of	dogs,	chimpanzees,	dolphins,	elephants,	or,	for	that	matter,	cats?	Do	they
have	minds?	Really—cats?	If	we	get	serious	about	doorkeeping	at	the	mind
club,	we	also	have	to	deal	with	newborn	infants,	unborn	human	fetuses,	and
people	in	persistent	vegetative	states—they	could	never	be	mistaken	for
turnips,	but	their	minds	can	be	sadly	inscrutable.

Then	too	we	need	to	sort	through	the	minds	of	intelligent	robots	and
chess-playing	supercomputers,	angry	mobs	and	cruel	killers,	and	even
companies	like	Google	and	Walmart.	Some	suggest	that	“corporations	are
people”	and	have	their	own	minds—is	that	true?	The	application	list	for	the
mind	club	is	already	diverse,	and	we	haven’t	even	mentioned	entities	that
only	some	people	believe	in,	such	as	gods	or	devils	or	angels	or	spirits	of	the
dead.	None	of	these	things	are	turnips—but	do	they	have	minds?

You’re	probably	thinking	that	you	could	sort	through	the	candidates	for
the	mind	club	pretty	quickly,	deciding	who’s	allowed	past	the	bouncer	and
who	has	to	wait	outside	in	the	cold.	But	could	you	explain	how	you	decided,
and	would	anyone	agree	with	you?	Scuffles	over	membership	in	the	mind
club	have	preoccupied	philosophers	for	centuries,	with	no	easy	answers	in
sight.2	At	one	point	the	whole	field	of	psychology	split	in	two	over	the
question	of	whether	animals	think—with	behaviorists	saying,	“No	way!”	and
everyone	else	saying	“Wait	a	minute,	what	about	my	dog?”*3

The	questions	about	mind	echo	outside	science	and	philosophy.	Every
day,	judges	and	juries	puzzle	over	just	how	“sound	of	mind”	someone	needs
to	be	to	bear	responsibility	for	a	crime.	Mind	is	also	the	key	to	legal
definitions	of	life	itself.	Consider	the	case	of	Jahi	McMath,	a	little	girl	who
was	declared	brain-dead	after	a	botched	tonsillectomy	but	whose	parents	still
saw	signs	of	mind	in	her	hospital-bed	twitches.	At	one	point	she	was	legally
dead	in	California	but	legally	alive	in	New	Jersey—which	ruling	was	correct
depended	on	whether	she	had	a	mind.

Membership	in	the	mind	club	is	immensely	important,	because	it	comes
with	clear	privileges:	those	with	minds	are	given	respect,	responsibility,	and
moral	status,	whereas	those	without	minds	are	ignored,	destroyed,	or	bought
and	sold	as	property.	In	historical	cases	where	slavery	was	allowed,	it	was
often	justified	by	a	belief	that	the	enslaved	people	had	a	different	kind	of
mind.



Because	of	the	importance	of	mind	club	membership,	it	would	be	nice	if
there	were	a	clear	admission	rule	to	help	us	decide,	just	like	the	signs	at
amusement	parks	announcing	that	we	have	to	be	“at	least	this	tall”	to	ride	the
roller	coasters.	Decisions	of	mind	are	quite	easy	at	the	extremes.	Just	as	adults
get	to	ride	the	coasters	and	toddlers	are	banished	to	the	teacups,	the	extremes
of	mind	are	obvious:	you	have	a	mind	and	deserve	moral	rights,	whereas	the
turnip	doesn’t	have	a	mind	and	can	be	eaten	for	dinner.

But	the	tough	questions	about	minds	turn	on	nuance.	Just	as	we’re	not
sure	whether	the	kid	with	big	hair	and	thick-soled	shoes	is	really	tall	enough
for	the	roller	coaster,	we	cannot	be	sure	whether	a	talented	dog	or	developing
fetus	is	in	the	club,	or	whether	a	sophisticated	robot	or	someone	with	severe
brain	damage	is	out.

The	difficult	cases	of	mind	are	called	cryptominds.	Some	cryptominds
have	more	“objective”	mind	than	others.	People	can	discuss	Shakespeare,
whereas	dogs	can	only	bark,	but	mind	is	seldom	about	these	objective
characteristics.	Instead,	as	the	case	of	Nilsen	and	Bleep	suggests,	mind	is	in
the	eye	of	the	beholder.	A	mind	is	not	an	objective	fact	as	much	as	it	is	a	gift
given	by	the	person	who	perceives	it.	Mind	is	a	matter	of	perception,	with
members	being	granted	admission	into	the	mind	club	based	not	on	what	they
are	but	on	what	they	appear	to	be.	To	get	in,	you	need	to	look	like	you	have	a
mind.

There	are	many	ways	to	look	like	you	have	a	mind,	such	as	wearing
glasses	or	nodding	knowingly	when	someone	mentions	Proust.	But	that’s	not
the	point.	The	point	is	that	minds	are	perceived	into	existence.	The	creation	of
minds	through	perception	is	best	illustrated	by	a	famous	thought	experiment
known	as	the	Turing	test,	which	was	devised	in	1950	by	British
mathematician	and	computer	scientist	Alan	Turing.*

In	the	Turing	test	a	person	converses	via	text	messages	with	two	different
entities—one	human	and	one	computer	programmed	to	act	like	a	human—
and	must	decide	which	is	which.4	At	first	this	seems	like	an	absurdly	easy
test,	but	as	the	cartoon	caption	goes,	“On	the	Internet,	no	one	knows	you’re	a
dog.”	What	could	you	ask	at	the	keyboard	that	could	possibly	determine
whether	there	is	a	human	mind	on	the	other	end?



Figure	1:	The	Turing	Test
You	(on	the	bottom)	must	decide	which	of	two	texting	entities	is	a	computer	and	which	is	a	fellow
human	being.

Any	widely	known	facts	or	ideas	would	be	useless,	as	a	computer	could
easily	be	programmed	to	recall	those,	just	like	IBM’s	Jeopardy-winning
Watson.	Instead	you	might	think	to	quiz	the	mind	candidate	about	human
sensations—say,	“Please	describe	the	smell	of	old	books”	or	“Tell	me	what	it
feels	like	to	have	an	orgasm.”	But	a	computer	could	be	programmed	to
describe	those	things	too:	“Old	books	smell	heavy	and	musty,	like	a	sleepy
old	forest”	or	“An	orgasm	feels	better	than	just	about	anything	and	is	a	little
bit	like	a	sneeze.”	Of	course,	the	computer	can’t	really	have	an	orgasm,	but
with	enough	exclamation	points,	it	could	certainly	fake	it—and	how	would
you	know	the	difference?

Turing	thought	that	if	you	couldn’t	tell	which	entity	was	a	person	and
which	was	a	computer,	then	the	creator	of	the	computer	would	have
succeeded	in	making	a	mind—a	genuine	case	of	artificial	intelligence.	If	a
computer	can	fool	you	into	perceiving	a	mind,	then,	by	Jove,	it	has	one.

We	do	our	own	version	of	the	Turing	test	every	day	as	we	discern	which
things	have	minds	and	which	things	don’t.	But	what	do	we	mean	when	we	say
something	has	a	mind?	Is	“mind”	a	single	unified	dimension	with	humans	at



the	top	and	turnips	at	the	bottom?	Just	as	a	single	IQ	scale	can	represent
people’s	general	mental	ability,	perhaps	we	simply	see	minds	from	“no	mind”
to	“maximum	mind.”

For	many	centuries	theologians	such	as	St.	Thomas	Aquinas	have	argued
for	this	one-dimensional	view,	a	“great	chain	of	being”	starting	down	at
minerals	and	going	up	through	vegetables,	animals,	people,	the	angels,	and
finally	God.5	The	one-dimensional	view	is	also	echoed	by	the	philosophical
approach	of	Daniel	Dennett	in	his	book	Kinds	of	Minds.6	He	suggests	that
there	is	a	chain	of	perceiving	mind	through	three	different	“stances.”

The	first	is	the	“physical	stance,”	in	which	we	view	entities	as	completely
mindless	and	understand	them	only	through	physical	characteristics,	such	as
mass	and	momentum.	When	we	predict	the	action	of	a	boulder,	we	need	only
know	its	weight	and	velocity.	The	second	is	the	“design	stance,”	in	which	we
view	entities	as	themselves	mindless	but	perceive	the	marks	of	mind	upon
them.	When	we	use	a	screwdriver,	for	example,	we	understand	that	it	was
made	by	a	mind	for	a	purpose.	Finally	we	can	take	the	“intentional	stance,”	in
which	we	recognize	the	behavior	of	entities	as	being	based	upon	intention	and
desire.	To	predict	people’s	actions,	it	is	certainly	more	useful	to	know	what
they	think	and	want	than	their	mass	and	momentum.

These	one-dimensional	approaches	to	mind	have	long	been	the	rule,	but
we	wondered	whether	people	might	make	finer	distinctions,	grading	minds
not	just	in	terms	of	“more”	or	“less”	mind	but	also	on	different	mental
capacities.	Maybe	we	see	mind	along	multiple	dimensions,	like	the	reading,
writing,	and	math	scores	of	the	SAT.	We	might	use	dozens	or	even	hundreds
of	ways	of	distinguishing	minds	from	nonminds.	Knowing	how	people
naturally	perceive	minds	is	essential	for	understanding	the	trickiest
cryptominds	and	the	moral	chaos	that	encircles	them.

One	might	think	we’d	need	sophisticated	tools	to	study	mind	perception
—brain	scanners,	electrodes,	Bunsen	burners,	and	Erlenmeyer	flasks—but
instead	we	just	asked	some	people.	A	lot	of	people.	Together	with	Heather
Gray,*	we	conducted	an	online	survey	that	asked	2,499	people	to	judge	both
standard	minds	and	cryptominds7—the	“mind	survey.”	This	was	our	first
foray	into	the	new	science	of	mind	perception,	and	these	results	form	the
foundation	for	this	book.	Our	lab	has	since	delved	into	robots,8	the	dead	and
vegetative	patients,9	adult	film	stars,10	torture	victims,11	and	God,12	but	it	all
started	with	this	single	survey	on	mind	perception.



The	survey	began	by	introducing	respondents	to	thirteen	potential	minds,
each	with	descriptions	and	pictures:	Sharon	Harvey,	an	advertising	executive;
Todd	Billingsley,	an	accountant;	Nicholas	Gannon,	a	five-month-old;
Samantha	Hill,	a	five-year-old;	Toby,	a	wild	chimpanzee;	Gerald	Schiff,	a
patient	in	a	persistent	vegetative	state;	Delores	Gleitman,	recently	deceased;
Charlie,	a	family	dog;	Kismet,	a	sociable	robot	built	at	the	MIT	Media	Lab;	a
green	frog;	a	seven-week	human	fetus;	you,	the	respondent;	and	finally,	God.

We	also	selected	nineteen	different	mental	abilities,	drawing	from
psychology,	philosophy,	and	literature.	The	philosopher	Jeremy	Bentham
discussed	the	importance	of	pain	and	pleasure	in	judgments	of	moral	status,
so	we	included	them.	The	Stoics	suggested	that	the	capacities	of	self-control
and	planning	were	what	separated	the	minds	of	people	from	those	of	other
animals,	so	we	included	them.	Through	Hamlet’s	famous	speech	about	“What
a	piece	of	work	is	a	man,”	Shakespeare	emphasized	the	human	mental	powers
of	thought	and	understanding,	so	we	included	them.	As	pure	reason	may	not
be	sufficient	for	a	full	mind,	we	included	feelings	like	joy,	embarrassment,
and	emotion	recognition.	We	also	included	more	“physical”	capacities	like
hunger	and	desire,	and	other	capacities	like	memory,	pride,	and
communication.

Putting	it	all	together,	survey	respondents	were	asked	to	compare	the
different	characters	on	different	mental	abilities.	One	question	asked,	for
example,	if	Samantha	(the	girl)	is	more	or	less	likely	to	be	able	to	feel	pain
than	Toby	(the	chimpanzee).	Most	people,	by	the	way,	said	“more.”	We
calculated	average	ratings	for	each	mental	ability	across	all	characters,	and
then	we	used	a	technique	called	factor	analysis	to	determine	how	the	mental
abilities	clumped	together.	Did	people	rank	all	the	cryptominds	from	“least
mind”	to	“most	mind”	identically	for	every	mental	capacity?

It	turns	out	that	mental	abilities	are	not	all	clumped	together.	Instead,
people	see	minds	in	terms	of	two	fundamentally	different	factors,	sets	of
mental	abilities	we	labeled	experience	and	agency.13

The	experience	factor	captures	the	ability	to	have	an	inner	life,	to	have
feelings	and	experiences.	It	includes	the	capacities	for	hunger,	fear,	pain,
pleasure,	rage,	and	desire,	as	well	as	personality,	consciousness,	pride,
embarrassment,	and	joy.	These	facets	of	mind	seemed	to	capture	“what	it	is
like”	to	have	a	mind—what	psychologists	and	philosophers	often	talk	about
when	they	discuss	the	puzzle	of	consciousness.	A	mind	with	experience	can
feel	what	it	is	like	to	touch	a	hot	stove,	can	enjoy	going	to	the	circus,	and	can
have	an	orgasm.*



The	agency	factor	is	composed	of	a	different	set	of	mental	abilities:	self-
control,	morality,	memory,	emotion	recognition,	planning,	communication,
and	thought.	The	theme	for	these	capacities	is	not	sensing	and	feeling	but
rather	thinking	and	doing.	The	agency	factor	is	made	up	of	the	mental
abilities	that	underlie	our	competence,	intelligence,	and	action.	Minds	show
their	agency	when	they	act	and	accomplish	goals.

A	useful	framework	to	help	understand	the	differences	between
experience	and	agency	is	inside	and	outside.	Experience	is	what	minds	are
like	from	the	inside,	what	it	feels	like	to	be	a	person,	or	a	cat,	or	a	bat.
Because	experience	is	a	matter	of	being	inside	a	mind,	it	can	be	very	elusive
to	others.	In	contrast,	agency	is	more	transparent	because	it	is	what	minds	are
like	from	the	outside.	We	can	determine	an	entity’s	ability	to	plan	and	think
simply	by	observing	its	actions	and	reactions.	Said	another	way,	experience	is
about	inputs,	as	sensations	and	feelings	generally	are	conveyed	by	sense
organs	like	eyes	and	ears	that	feed	in	to	minds.	Conversely,	agency	is	about
outputs,	movements	and	actions	that	feed	out	of	minds.

The	two	dimensions	of	experience	and	agency	serve	as	the	north-south
and	east-west	axes	of	our	“map”	of	cryptominds.	Take	a	moment	to	look	at	it
—this	map	is	the	guide	to	the	rest	of	the	book.

Figure	2:	The	Map	of	Mind	Perception



Mind	perception	is	measured	on	dimensions	of	agency	and	experience.

Let’s	take	a	quick	tour	of	the	map.	First,	it	seems	that	normal,	conscious,
living	adult	humans	like	us	(and	executive	Todd	Billingsley	and	accountant
Sharon	Harvey)	reside	in	the	upper	right	corner,	with	both	experience	and
agency.	In	contrast,	the	infant,	the	dog,	and	the	frog	(upper	left)	have	some
experience	but	little	agency;	they	are	entities	for	which	people	see	that
“someone	is	home,”	but	with	diminished	capacities	to	think	and	act.	They	are
entities	that	can	be	harmed	but	that	cannot	harm	us	in	return.

Now	continue	the	tour	down	the	map.	Below	the	animals	and	baby	are	the
more	cryptic	cases	of	the	human	fetus	and	the	PVS	patient.	These	are
cryptominds	with	very	little	agency	but	perhaps	some	experience;	there	might
be	someone	home,	but	not	anyone	capable	of	answering	the	door.	Even	lower
down	is	the	dead	woman	(lower	left),	who	is	ascribed	neither	much
experience	nor	agency—although	it’s	worth	noting	that	she	is	not	at	zero.
Perhaps	we	see	dead	people	as	having	some	mind	because	we	remember	their
minds	as	they	were	during	life.	Or	perhaps	we	see	their	minds	because	we
believe	in	the	afterlife,	and	how	can	there	be	heaven	or	hell	without	minds	to
feel	joy	and	pain?

As	we	continue	to	circle	around	the	map,	we	move	from	the	dead	to	the
robot,	which	is	perceived	to	have	very	little	capacity	for	experience.	Just
imagine	the	classic	science-fiction	robot,	which	has	no	emotions	and	just
keeps	telling	humans	how	irrational	they	are.	A	robot	has	the	agency	to	help
us	safely	explore	the	inside	of	a	broken	nuclear	plant,	but	without	experience
it	cannot	help	us	explore	the	inside	of	a	broken	heart.

And	then,	in	the	bottom	right,	we	have	the	Almighty.	As	you	might
expect,	God	is	perceived	as	very	able	to	do	things,	but	is,	curiously,	seen	to
have	little	experience.	God’s	mind	may	be	great,	but	we	don’t	believe	that	He
can	feel	hunger,	fear,	or	even	joy	like	the	rest	of	us.	Interestingly,	in	a
replication	of	the	mind	survey,	we	discovered	that	corporations	are	seen	to
occupy	the	same	location	on	the	mind	map.	Like	God,	Google	was	seen	as	all
agency	and	no	experience.

So	far	we	have	discovered	that	minds	are	a	matter	of	perception	and	that
people	tend	to	see	them	along	two	dimensions.	The	bigger	question	you	may
be	asking	is,	Why	does	it	matter?	As	we	hinted	at	earlier,	mind	perception
forms	the	very	basis	for	questions	of	life	and	death:	entities	with	minds
deserve	moral	consideration,	whereas	entities	without	minds	do	not.	But	if
mind	perception	is	split	into	agency	and	experience,	how	do	these	two	factors



relate	to	morality?	To	answer	this	question,	we	ask	you	to	consider	a	thought
experiment	called	“Baby	vs.	Robot.”

It’s	not	about	babies	and	robots	fighting*	but	instead	about	two	moral
scenarios.	In	the	first,	imagine	that	the	baby	and	the	robot	were	just	about	to
tumble	off	a	cliff	and	you	could	save	only	one	of	them.	Which	would	you
save?	Likely	you	would	save	the	baby	and	let	the	robot	fall	to	its	doom.	In	the
second	scenario,	imagine	that	the	baby	and	the	robot	have	found	a	loaded	gun
and	are	playing	with	it,	when	it	goes	off	and	injures	someone.	Which	of	them
would	you	hold	responsible?	If	you’re	like	most	people,	you	would	forgive
the	baby	and	condemn	the	robot	to	the	junkyard.

These	two	scenarios	reveal	that	it	is	no	fun	being	a	robot,	and	also	that
someone	needs	to	call	child	services	on	that	baby’s	parents.	But	most
important,	these	scenarios	demonstrate	that	there	are	two	distinct	kinds	of
moral	status,	not	one.	Questions	of	moral	responsibility	(Who	deserves
responsibility	and	punishment?)	seem	to	be	distinct	from	those	of	moral
rights	(Who	deserves	protection	from	harm?)	because	we	protect	the	baby
from	harm	and	yet	hold	the	robot	morally	responsible.	This	finding	is	striking
because	many	have	assumed	that	more	mind	equals	more	“morality,”	with
human	adults	having	both	rights	and	responsibilities	and	tables	and	turnips
having	neither.

These	two	types	of	moral	status	(rights	and	responsibilities)	not	only	are
distinct	but	also	map	perfectly	onto	our	two-dimensional	mind	map.	To	have
moral	rights	you	need	to	have	experience,	an	inner	life	filled	with	feelings,
and	the	potential	for	suffering.	Conversely,	to	be	morally	responsible	you
need	to	have	agency,	to	be	able	to	plan,	act,	and	appreciate	the	outputs	of	your
thoughts.	Babies	have	more	experience	than	robots	and	so	have	more	moral
rights;	robots	have	more	agency	than	babies	and	so	have	more	moral
responsibility.

Beyond	babies	and	robots,	the	mind	survey	revealed	that	any	entity	with
experience	is	seen	to	deserve	moral	rights,	and	any	entity	with	agency	is	seen
to	deserve	moral	responsibility.	The	baby,	the	girl,	the	chimp,	and	the	dog
were	seen	as	highest	in	experience,	and	survey	takers	also	reported	that	these
entities	should	be	protected	from	harm.	Conversely,	adult	humans,	God,	and
Google	were	seen	as	highest	in	agency,	and	survey	takers	also	reported	that
these	entities	should	be	held	morally	responsible	for	wrongdoing.	Our	hearts
melt	when	children	scream	or	puppies	whimper—and	our	bile	rises	when	we
see	adults	(or	others	who	should	know	better)	causing	them	harm.



The	separation	of	agency/responsibility	from	experience/rights	in	our	data
was	so	striking	that	it	seemed	that	we	had	discovered	a	deep	fault	line	in	mind
perception.	Like	a	border	between	two	very	different	countries,	this	fault	line
—while	normally	invisible—separates	two	very	different	kinds	of	minds.	On
one	side	of	the	line	are	minds	with	agency	and	moral	responsibility,	and	on
the	other	side	of	the	line	are	minds	with	experience	and	moral	rights.	Of
course,	just	as	there	are	dual	citizens	of	two	countries,	some	minds—like
yours	and	mine—can	live	on	both	sides	of	this	border,	with	both
agency/responsibility	and	experience/rights.	But	as	we’ll	see	throughout	the
book,	the	most	interesting	cryptominds	are	seen	to	belong	to	either	one	side
of	the	line	or	the	other.	This	separation	between	two	kinds	of	minds	has
profound	implications	for	ethical	debates.	In	fact,	it	is	so	important	that	we
will	now	say,	in	italics	and	without	irony,

There	are	two	kinds	of	perceived	minds,	each	with	its	own	type	of
morality—thinking	doers	and	vulnerable	feelers.

Thinking	doers	are	active	minds	with	moral	responsibility	that	do	actions,
minds	like	corporations	and	God.	Vulnerable	feelers	are	passive	minds	with
moral	rights	that	have	actions	done	to	them,	minds	like	puppies,	medical
patients,	and	babies.	This	division	of	doer	and	feeler	should	feel	intuitive
because	it	is	as	ancient	as	human	thought.	The	writings	of	Confucius,14	the
yin	and	yang	of	ancient	China,15	and	the	Tao	Te	Ching16	have	long	split	the
world	into	complementary	opposites	such	as	black	and	white,	hot	and	cold,
and	good	and	evil.	In	mind	perception	these	opposites	are	inner	(experience)
and	outer	(agency),	input	(experience)	and	output	(agency),	passive
(experience)	and	active	(agency),	recipient	(experience)	and	doer	(agency),
victim	(experience)	and	aggressor	(agency).

These	complementary	types	of	thinking	doers	and	vulnerable	feelers	are
echoed	in	a	similar	distinction	first	introduced	by	Aristotle	in	the	realm	of
morality:	he	divided	the	moral	world	into	moral	agents	and	moral	patients.17
Moral	agents	are	those	entities	who	do	(im)moral	deeds;	they	are	the
performers	of	good	and	evil,	the	heroes	and	villains,	the	Gandhis	and	Hitlers,
the	cops	and	robbers.	Conversely,	moral	patients	are	those	entities	who
receive	(im)moral	deeds.	They	are	the	beneficiaries	of	good	and	the	victims	of
evil,	the	rescued	and	injured,	the	adopted	and	orphaned.	Moral	agents	are	thus
the	thinking	doers	of	the	moral	world,	possessing	agency	and	moral
responsibility,	whereas	moral	patients	are	the	vulnerable	feelers	of	the	moral
world,	possessing	experience	and	moral	rights	(see	figure	3).



Figure	3:	Moral	Agents	and	Patients
There	are	two	kinds	of	perceived	minds.

Agents	and	patients	crisply	divide	the	moral	world	into	two,	but
remember	that	they	are	complementary	opposites:	agents	act	upon	patients,
and	patients	are	acted	upon	by	agents.	Like	husbands	and	wives,	agents	and
patients	whisper	to	each	other,	“You	complete	me.”	Good	and	evil	usually
involve	both	moral	agents	and	moral	patients—they	are	the	heads	and	the	tails
of	the	same	moral	coin.	You	can	understand	“out”	only	by	considering	“in,”
“doer”	by	considering	“recipient,”	and	“aggressor”	by	considering	“victim.”
To	have	one,	you	need	the	other,	which	means	that	good	and	evil	almost
always	have	a	dyad	of	two	different	minds,*	a	doing	agent	and	a	feeling
patient.

Important	examples	of	evil	deeds	all	fit	this	dyadic	template,	including
murder	(murderer	+	deceased),	theft	(thief	+	victim),	and	child	abuse	(abuser
+	child).	Even	good	deeds	like	a	rescue	have	both	a	rescuer	and	a	person	in
need.	In	contrast	to	these	dyadic	deeds,	consider	whether	it	is	evil	to	cut	off
your	own	ear.	Pulling	a	Vincent	van	Gogh	might	be	gross,	but	it	isn’t	wrong
in	the	same	way	as	cutting	off	someone	else’s	ear,	because	self-injury	doesn’t
have	two	different	minds	for	agent	and	patient.



Figure	4:	The	Winged	Demon
Immorality	or	evil	(represented	by	the	winged	demon)	emerges	through	the	combination	of	both
thinking	agent	(left)	and	vulnerable	patient	(right).

Some	debate	whether	there	are	truly	victimless	(or	agentless)	wrongs,	but
we	can	agree	that	acts	with	obvious	agents	and	patients	are	prototypically
immoral.	This	dyadic	nature	of	morality	is	illustrated	in	figure	4—when	the
malicious	intention	of	a	thinking	agent	is	combined	with	the	suffering	of	a
vulnerable	patient,	you	get	the	demon	of	immorality.	This	dyadic	template	is
consistent	with	both	psychological	data	on	moral	judgment18	and	long-
standing	legal	theory,	which	suggests	that	guilty	verdicts	require	both
someone	having	been	harmed	(the	guilty	act	of	actus	reus)	and	someone
having	knowingly	perpetrated	the	harm	(the	guilty	mind	of	mens	rea).19

Seen	from	the	perspective	of	mind	perception,	good	and	evil	aren’t
mystical	forces	that	exist	apart	from	humanity,	but	simply	what	emerges
through	the	interaction	of	agents	and	patients.	To	create	evil,	just	intentionally
cause	another	mind	to	suffer	(e.g.,	kick	a	dog),	and	to	create	good,	just
intentionally	prevent	another	mind	from	suffering	(e.g.,	stop	a	dog	from	being
kicked).	More	formally,	we	can	define	both	moral	and	immoral	acts	thus:

(Im)morality	=	Agency	(of	Agent)	+	Experience	(of	Patient)

This	definition	reflects	both	the	dyadic	nature	of	good	and	evil	and	the
kinds	of	mind	(e.g.,	adult,	child,	animal,	machine)	in	the	agent	and	patient
slots.	To	get	maximum	immorality,	you	should	combine	a	very	powerful



agent	and	a	very	vulnerable	patient.	Conversely,	for	minimum	immorality,
you	should	combine	a	weak	agent	and	an	invulnerable	patient.	As	evidence,
consider	a	thought	experiment	that	actually	does	involve	fighting,	“CEO	vs.
Little	Girl!”

Imagine	that	a	CEO	punches	a	little	girl	in	the	face.	Chances	are	you’d
think	this	is	immoral.	Now	imagine	that	a	little	girl	punches	a	CEO	in	the
face.	Chances	are	you’d	think	this	is	funny.	Indeed,	children	injuring	adults	is
a	staple	of	hilarious	YouTube	videos,	whereas	adults	injuring	children	is	a
staple	of	(decidedly	unfunny)	Lifetime	movies.

The	evil	of	CEOs	harming	kids,	but	not	of	kids	harming	CEOs,	is
perfectly	consistent	with	our	formula;	CEOs	are	mostly	thinking	doers,
whereas	kids	are	mostly	vulnerable	feelers,	and	so	only	one	combination	trips
our	evil	detector.	Linking	mind	perception	to	morality	not	only	explains	the
enduring	hilarity	of	kids	injuring	unsuspecting	adults	but	also	allows	you	to
predict	your	moral	outrage	about	almost	any	infraction.	Tough	man	(high
agency)	punches	kitten	(high	experience)?	Immoral.	Kitten	(low	agency)
scratches	tough	man	(low	experience)?	Not	immoral.	When	you	become
enraged	at	an	instance	of	moral	depravity,	chances	are	someone	very	agentic
is	harming	someone	(or	something)	very	patientic.	This	idea	of	dyadic
morality	will	be	important	throughout	the	book	as	we	explore	our	different
reactions	to	cryptominds	causing	and	receiving	harm,	such	as	child-killing
pigs	and	medical	patients	left	to	die.

Well,	it’s	only	the	first	chapter,	and	already	we’ve	accused	your	mother	of
being	a	zombie,	explored	the	structure	of	mind	perception,	and	revealed	how
mind	perception	defines	good	and	evil.	In	the	chapters	to	come,	we	will
revisit	many	of	these	themes	as	we	explore	the	neighborhoods	of	the	mind
map.	We’ll	discover	the	best	way	to	escape	blame	(chapter	2),	why	natural
disasters	increase	belief	in	God	(chapter	9),	why	vegetative	patients	are	seen
as	more	dead	than	the	dead	(chapter	6),	why	conspiracy	theories	are
irresistible	(chapter	7),	and	how	good	and	evil	can	make	people	physically
more	powerful	(chapter	4).

We’ll	start	in	the	next	chapter	with	the	mind	of	the	Animal,	the
prototypical	cryptomind.	Nonhuman	animals	may	not	be	able	to	talk	(at	least
not	well),	but	they	do	provide	lots	of	physical	cues	to	mind—movements	and
expressions	and	apparent	goals	and	joys	and	sorrows.	Animal	minds	are	an
important	puzzle,	one	that	shaped	the	history	of	psychology	and	that
continues	to	bother	everyone	who	ever	ate	something	that	could	once	look
back	at	them.



Our	next	stop	will	be	the	mind	of	the	Machine.	No	one	is	tempted	to	see
a	mind	in	a	pair	of	scissors,	but	we	do	glimpse	mind	when	machines	become
complex	and	marvelous.	Machine	minds—like	Jeopardy-winning	computers
—seem	mostly	to	have	agency	and	not	experience,	but	new	technology	is
leading	to	humanlike	machines	that	also	appear	to	feel	emotions.	We’ll	see,
however,	that	such	experiencing	minds	are	not	universally	loved	and	can	be
downright	uncanny.

The	Patient	investigates	how	we	see	someone	who	is	sick	or	in	treatment
or	in	trouble.	We	typically	see	these	minds	through	the	lens	of	empathy,
appreciating	what	it	is	like	for	them	to	feel	pain,	pleasure,	or	other	feelings.
Although	empathy	can	make	us	attuned	to	experience,	it	can	also	blind	us	to
agency.	The	analysis	of	patients	also	highlights	the	special	world	of	medicine
—those	professionals	who	work	with	patients	and	who	can	sometimes	lose
sight	of	their	minds.

Some	minds	are	cryptic	because	of	our	feelings	about	them.	From	the
person	who	stole	our	parking	space	to	the	trusted	friend	who	slept	with	our
spouse,	we	have	trouble	seeing	the	mind	of	the	Enemy.	The	hate	and	fear	we
feel	toward	enemies	blinds	us	to	their	agency	and	experience	through	the
process	of	dehumanization—turning	people	into	objects.	In	war,
dehumanization	may	help	a	soldier	do	his	job,	but	in	everyday	life	it	can	make
us	callous	and	insensitive	to	the	suffering	of	others.

Some	of	the	most	enigmatic	minds	we	encounter	are	the	Silent—humans
who	can’t	communicate.	The	silent	include	those	in	vegetative	states	and
those	who	are	locked	in—with	thoughts	but	no	capacity	to	move—both	of
which	bring	up	important	ethical	issues.	Brain-scanning	methods	offer	new
hope	for	perceiving	these	cryptominds,	but	meanwhile	families	and	caregivers
try	desperately	to	do	mind	reading	of	their	own	and	sometimes	mistake	their
own	thoughts	for	those	of	the	silent.

Then	there	is	the	mind	of	the	Group.	A	group,	such	as	a	corporation,
doesn’t	have	a	single	brain,	but	this	doesn’t	us	stop	us	from	talking	about	it	as
if	it	has	a	mind	(e.g.,	“Google	challenges	Microsoft’s	lead”).	Groups	typically
seem	to	have	more	agency	than	experience,	which	means	that	people	in
groups	can	do	evil	but	not	suffer	it.	These	perceptions	suggest	why	groups	are
often	implicated	in	paranoia	about	conspiracies.

And	do	the	Dead	have	minds?	About	four	out	of	five	Americans	believe
in	life	after	death.	Not	nearly	as	many	believe	they	can	communicate	with	the
dead,	but	believing	in	an	afterlife	means	that	many	must	also	believe	in	an
aftermind.	Gathered	at	the	graveside	with	others	who	knew	the	dearly



departed,	we	may	perceive	the	mind	of	the	dead	in	almost	the	same	way	we
perceive	the	mind	of	the	living.	The	reasons	for	this	perception	are	many,
including	our	wishes	for	immortality	and	dualism,	the	apparent	disconnect
between	mind	and	body.

God	is	a	mind	often	believed	in	but	seldom	seen.	Even	without	direct
evidence	of	His	existence,	much	of	the	world	believes	in	an	ultimate	agent	in
charge.	Religious	belief	can	be	understood,	at	least	in	part,	as	an	extension	of
our	natural	tendency	toward	mind	perception,	which	has	been	honed	through
millions	of	years	of	evolution.	We	will	also	see	why	people	are	especially
likely	to	see	God’s	mind	in	randomness	and	suffering.

There	is	one	mind	we	don’t	need	to	perceive	from	the	outside,	one	that
should	not	be	a	cryptomind	at	all:	the	mind	of	the	Self.	But	there	are	times
when	our	own	minds	can	be	cryptic,	when	we	lose	sight	of	ourselves	and	fail
to	grasp	our	own	agency	and	experience.	This	chapter	shows	how	learning
about	other	minds	ultimately	allows	us	to	understand	our	own.

Minds	are	paradoxically	both	incredibly	important	and	incredibly
ambiguous,	and	the	friction	between	these	two	truths	starts	the	fire	that	burns
throughout	this	book.	The	following	pages	will	reveal	new	ideas,
unbelievable	stories,	and	cutting-edge	science	from	our	lab	and	those	of
others.	They	will	also	show	why	mind	perception	matters	so	much,	from
lightning	storms	of	legal	conflict	to	losing	(and	sometimes	finding	again)	the
people	we	love.	Again	and	again	you	will	see	that	the	world	of	minds	is
seldom	what	it	first	seems	to	be.	Welcome	to	the	mind	club.





O

Chapter	2

THE	ANIMAL
ne	curious	entertainment	of	sixteenth-century	London	was	the	Bear
Garden.	In	front	of	cheering	crowds,	a	monkey	dressed	in	a	little	suit

would	appear	on	horseback.	Then	out	would	come	an	angry	pack	of	bulldogs
or	mastiffs	trained	to	attack	the	poor	monkey.	The	sorry	horse	was	attacked	by
the	dogs	as	well	but	could	last	for	quite	a	while,	at	least	until	the	bears	were
sent	in.	Then,	to	the	delight	of	the	crowd,	the	horse,	the	dogs,	and	the	little
monkey	(if	he	was	still	alive)	all	quickly	became	shrieking,	thrashing,	and
bloody	bear	food.1

In	contrast	to	these	callous	British	peasants,	Jain	monks	and	nuns	are	so
averse	to	the	suffering	of	animals	that	they	sweep	their	paths	to	prevent
treading	a	bug	underfoot.2	Jains	even	avoid	eating	root	vegetables	such	as
turnips*	because	they	believe	that	roots	are	especially	essential	to	life.	After
all,	if	you’re	a	turnip,	even	vegetarians	are	murderers.	Somewhere	between
the	blood-sport	fans	at	the	Bear	Garden	and	the	gentle	Jains	are	the	rest	of	us,
wondering	how	to	think	about	the	minds	of	nonhuman	animals.

Animals	are	the	classic	cryptomind	because,	despite	all	their	signs	of	life,
they	lack	language.	Without	this	rich	communicative	ability,	it	is	hard	to
accurately	gauge	their	levels	of	agency	and	experience.	How	much	of	an
animal’s	behavior	is	survival	instinct	versus	calculated	thought	and	deep
emotion?	Is	a	raccoon	disgusted	with	germs	when	it	washes	its	food?	When	a
robin	flies	into	the	picture	window,	is	it	filled	with	embarrassment	and	self-
recrimination	or	just	simple	pain?	Does	your	dog	love	you	the	same	way	you
love	it?	Most	important,	is	it	wrong	to	have	sex	with	livestock?	Stay	tuned.

You	might	wonder	why	we’re	skipping	over	plants	in	our	search	for
nonhuman	minds.	Well,	we’re	not.	It	is	worth	considering	whether	plants	have
minds	and—most	important	for	morality—whether	they	are	capable	of
suffering.3	Ancient	mystics	and	modern	hippies	alike	have	long	held	that	trees
have	minds,	and	this	idea	of	plant	minds	was	darkly	transformed	by	Roald
Dahl	in	“The	Sound	Machine.”

In	this	short	story	a	man	develops	a	radio	capable	of	hearing	frequencies
normally	out	of	range	of	the	human	ear,4	and	as	he	listens	one	afternoon,	he
hears	a	series	of	painful	screams.	He	suddenly	realizes	that	they	coincide	with
the	snipping	of	blossoms	off	a	rosebush;	the	radio	reveals	suburban	yard	work
as	genocide,	with	every	cut	of	the	pruning	shears	causing	unbearable	agony	to



sentient	flora	around	him.	This	scenario	may	not	be	as	far-fetched	as	it	seems.
Imagine	the	smell	of	fresh-cut	grass.	What	smells	like	lazy	summers	to	you	is
actually	the	panic	pheromone	released	by	each	severed	blade,	letting	its
neighbors	know	that	the	fearsome	lawnmower	is	coming	for	them	too.5

Although	grass	and	other	plants	have	remarkably	complex	defense
systems,6	do	they	belong	in	the	mind	club?	Unlikely.	Entities	with	minds
typically	have	complex	nervous	systems,	which	plants	seem	to	lack.7	Some
believe	that	plants	can	think	and	feel	anyway,	such	as	J.	C.	Bose—the	cult
hero	who	in	1914	attached	a	voltage	meter	to	a	carrot	and	claimed	to	find
evidence	of	emotion8—and	Cleve	Backster,	an	interrogation	specialist	for	the
CIA	and	a	pioneer	in	the	use	of	polygraph	technology.

Backster	received	widespread	attention	when	he	attached	the	dracaena*	in
his	office	to	a	polygraph	machine	and	ran	a	series	of	tests	including	burning
the	leaves,	threatening	the	plant	with	harm,	and	even	killing	shrimp	in	the
next	room	over.	To	Backster,	the	resulting	polygraph	readings	suggested	that
plants	could	not	only	experience	pain	and	fear	but	also	empathize
telepathically	with	the	death	of	the	distant	shrimp.9	Unfortunately	for
Backster,	his	work	proved	difficult	to	replicate	and	was	ultimately	“busted”
on	the	television	program	MythBusters.10	Plants	may	not	have	telepathic
empathy,	but	their	actions	are	often	more	intelligent,	intricate,	and	adaptive
than	anything	humans	could	devise.	By	some	measures,	plants	have	agency
and	perhaps	even	experience,	but	we	usually	fail	to	attribute	them	mind
because	their	signs	of	agency	and	experience	mainly	occur	in	slow	motion.

We	do	see	glimpses	of	mind	in	especially	fast	species	of	plants.	Mimosa
pudica—“sensitive	plants”—will	retract	its	leaves	quickly	when	touched	and
so	seems	to	experience	our	contact.11	Dionaea	muscipula—Venus	flytraps—
will	snap	shut	on	unsuspecting	insects	and	then	slowly	digest	them,	in	an
apparently	agentic	feat	of	carnivorous	cunning.12	With	slower-acting	plants
we	often	see	mind	when	their	movements	are	captured	in	time-lapse	films:
flowers	springing	open	and	slamming	shut,	leaves	clamoring	for	the	sun	as	it
traverses	the	sky,	or	vines	encircling	hapless	trees	in	their	quest	for	height.
Just	a	few	minutes	of	watching	vines	climb	in	David	Attenborough’s	The
Private	Life	of	Plants	will	convince	you	they’re	active	and	smarter	than	many
of	your	coworkers.

Seen	in	everyday	slow	motion,	however,	plants	seem	to	lack	mind
because	they	take	so	long	to	respond	to	their	environment.	Imagine	someone
who	touched	a	hot	stove	and	removed	their	hand	only	after	a	couple	of	hours
—that	person	wouldn’t	seem	like	the	sharpest	tool	in	the	shed.	Curiously,	it’s



also	hard	for	us	to	see	intelligence	in	things	that	move	very	quickly,	to	track
the	logic	of	darting	dragonflies	or	scurrying	cockroaches.	As	noted	by
philosopher	Daniel	Dennett,	it	seems	like	minds	are	maximally	perceived	at
human	speed.13	Only	when	things	move	at	the	same	scale	as	you	do	they
seem	to	have	feelings	and	intentions.	Comedian	George	Carlin	said	it	best	in
terms	of	freeway	driving:	“Ever	notice	that	anyone	going	slower	than	you	is
an	idiot,	but	anyone	going	faster	than	you	is	a	maniac?”

The	technical	term	for	this	tendency	is	timescale	anthropocentrism.
“Anthropo-”	comes	from	the	Greek	word	anthropos,	meaning	human,	and	“-
centrism”	simply	means	a	specific	orientation	or	focus.	Timescale
anthropocentrism	is	the	idea	that	we	see	the	world—including	minds—from
the	perspective	of	human	time.	This	idea	is	illustrated	by	a	study	from	our	lab,
led	by	Carey	Morewedge	and	Jesse	Preston,	in	which	participants	were	asked
to	rate	the	minds	of	different	animals,	some	of	which	moved	very	slowly
(e.g.,	sloths)	and	some	of	which	moved	very	quickly	(e.g.,	houseflies).14



Figure	5:	Anthropocentrism	in	Mind	Perception
Things	that	move	with	a	humanlike	speed	are	perceived	to	have	more	mind.

C.	K.	MOREWEDGE,	J.	PRESTON,	AND	D.	M.	WEGNER,	“TIMESCALE	BIAS	IN	THE
ATTRIBUTION	OF	MIND,”	JOURNAL	OF	PERSONALITY	AND	SOCIAL	PSYCHOLOGY	93,	NO.	1
(2007).	REPRINTED	WITH	PERMISSION.

As	figure	5	reveals,	there	was	a	slight	tendency	for	people	to	see	more
mind	(rated	consciousness	and	capacity	for	intention)	in	faster	animals
(shown	by	the	solid	sloped	line)—it	is	better	to	be	the	hare	than	the	tortoise.
The	more	striking	pattern	in	the	graph	is	an	inverted	U	shape	(shown	by	the
dotted	curve),	whereby	both	very	slow	and	very	fast	animals	are	seen	to	have
little	mind,	and	human-speeded	animals	like	dogs	and	cats	are	seen	to	have
the	most	mind.	This	makes	evolutionary	sense,	as	potential	predators	and	prey
are	all	creatures	moving	at	roughly	our	speed,	and	so	it	pays	to	understand
their	intentions	and	feelings.	In	the	modern	world	we	seldom	have	to	worry
about	catching	deer	and	evading	wolves,	but	timescale	anthropomorphism
stays	with	us;	in	the	dance	of	perceiving	other	minds,	it	pays	to	move	at	the
same	speed	as	everyone	else.

People	are	anthropocentric	beyond	the	scale	of	time,	with	any	similarities
to	humans	increasing	perceived	mind.15	We	expect	members	of	the	mind	club
to	be	approximately	human	size,	live	a	humanlike	number	of	years,	speak
with	a	humanlike	voice,	and	have	a	humanlike	number	of	limbs	and	amount
of	hair.	This	is	why,	in	science-fiction	movies,	the	aliens	look	suspiciously
like	humans	(e.g.,	Yoda,	Klingons,	the	Predator,	Chewbacca).	Sure,	they	may
be	a	bit	bigger,	live	a	little	longer,	speak	with	a	slight	accent	(but	still	speak
English—what	are	the	odds!?*),	have	a	couple	of	extra	arms	or	a	touch	more
hair,	but	they	are	mostly	human.	Imagine	a	film	where	humans	discover	an
intelligent	alien	that	is	the	size	of	a	continent	and	thinks	in	the	span	of	years:
instant	box-office	flop.

We	expect	minds	to	be	like	us,	and	this	anthropocentrism	isn’t	just
selfishness	because—at	least	within	the	animal	kingdom—humans	typically
do	have	the	most	mind.	Not	only	have	humans	constructed	skyscrapers	and
discovered	quantum	mechanics,	but	we	have	firsthand	evidence	of	human
agency	and	experience	from	our	own	minds.	So	when	we	grapple	with	an
animal	cryptomind,	we	use	its	humanness	as	a	rough	guide	for	its	level	of
mind.	Of	course,	questions	of	“humanness”	can	be	as	ambiguous	as	those	of
mind,	and	so	we	often	rely	upon	simple	physical	features,	such	as	the
presence	of	eyes.



Imagine	that	you	walked	into	a	classroom	and	saw	a	couple	of	lines	and
dots	on	the	chalkboard.	If	they	were	oriented	like	this

.\	/.

chances	are	you’d	stand	farther	away	than	if	they	were	oriented	like	this

./	./

Why?	The	first	set	looks	not	only	like	eyes	and	eyebrows	but	like	angry
eyes	and	eyebrows.16	We	are	especially	attuned	to	eyes	because	they	convey	a
surprising	amount	of	information	(compared	with	the	elbow),	including	both
agency	and	experience.	Agency-wise,	eyes	can	convey	the	focus	of	attention,
which	suggests	intention	and	the	next	likely	course	of	action;	experience-
wise,	eyes	can	convey	emotion	by	narrowing	in	anger	or	widening	in	fear.17,18
It’s	no	accident	that	we	see	mind	in	our	pets	when	we	stare	into	their	eyes—
and	ignore	the	potential	minds	of	creatures	without	obvious	humanlike	eyes,
such	as	plants	and	insects.

Complex	movement	is	another	human	trait	that	leads	us	to	ascribe	mind.19
Something	that	chases	and	follows,	darts	and	weaves,	hides	and	seeks,	seems
to	have	more	mind	than	something	that	just	sits	there.	People	attribute	minds
even	to	simple	squares	and	triangles	when	their	movements	suggest	goals	and
reactions.20	In	fact,	movement	is	such	a	robust	cue	to	mind	that	only	those
with	brain	damage	fail	to	see	mind	in	moving	shapes.21	Like	eyes,	movement
connotes	both	agency	and	experience.	Thinking	doers	enact	their	goals
through	moving,	and	vulnerable	feelers	move	away	from	pain	and	toward
pleasure.	Many	animals	seem	to	do	both.

Eyes	and	movement	are	general	indicators	of	mind,	but	other	cues	are
more	specific	and	convey	either	agency	or	experience.	Agency	is	about	acting
and	doing,	so	effectors	are	cues	to	agency.	Effectors	are	active	or	changeable
body	parts	that	move,	influence,	or	otherwise	affect	the	external	world,	and
include	humanlike	hands,	arms,	legs,	and	tongues,	and	nonhumanlike	wings,
tentacles,	claws,	glowing	abdomens	(in	lightning	bugs),	squirting	ink	sacs	(in
octopi),	and	on	and	on.	The	more	effectors	they	have,	the	more	animals	can
do,	and	often	the	more	they	can	harm	us,	such	as	with	fangs,	stingers,	and
horns.

As	experience	is	about	sensing	and	feeling,	physical	cues	to	experience
are	sensors,	body	parts	that	are	involved	in	conveying	sensations	to	a	mind.
Eyes,	ears,	noses,	antennae,	and	feelers	are	all	routes	through	which	minds
learn	about	the	world	around	them.	As	sensations	happen	only	inside	minds,
we	use	reactions	as	proxies	for	experience.	When	a	dog	gives	a	series	of	little



sniffs	followed	at	the	end	by	a	big	shnoof,	it	seems	to	be	reacting	to	a	smell.
Movements	such	as	changing	gaze	direction,	perking	up	the	ears,	orienting
the	body,	and	reaching	to	touch	are	apparent	reactions	to	stimuli.

If	you	sense	a	familiar	pattern	in	the	cues	to	experience	and	agency,	you
are	right.	Sensors	are	how	animals	receive	input,	and	reactions	are	indicators
of	what	it	is	like	to	be	inside	an	animal’s	mind.	Effectors	are	how	animals
output,	translating	wants	and	desires	into	action.

Although	all	animals	likely	have	some	agency	and	experience,	not	all
animal	minds	are	perceived	equally.	People	undoubtedly	see	more	mind	in
cats	and	dogs	than	in	sheep	and	crows—but	are	these	perceptions	justified?
How	accurate	are	we	in	our	mind	club	admission	decisions	when	it	comes	to
animals?

Like	all	minds,	animal	minds	may	be	forever	inaccessible,	but	there	are
animal	intelligence	tests.	These	tests	measure	the	agency-related	outputs	of
animals	minds—their	ability	to	think	and	do.	Typically	these	tests	specifically
examine	problem-solving	skills,	because	book	smarts	are	useless	unless	you
can	apply	them	to	real	life.	If	you’ve	ever	put	a	piece	of	steak	at	the	bottom	of
a	narrow	cup	and	delighted	while	a	dog	spent	fruitless	minutes	trying	to	fit	his
snout	down	there,	you	understand	this	important	problem-solving	test.	You
think,	“If	only	Fido	would	grab	the	tongs,	this	would	be	much	easier!”

Tongs	may	be	scarce	in	the	wild,	but	some	animals	will	use	tools	if
available.	When	faced	with	a	termite	colony,	hungry	chimpanzees	thread	a
stick	down	into	it,	wait	until	the	termites	begin	to	crawl	upon	it,	and	then	pull
it	out	to	reveal	a	delicious	insect	Popsicle.22	Chimps	also	use	rocks	to	help
open	nuts23	and	appear	to	make	spears	to	help	them	kill	their	prey.24	Although
chimps	may	be	the	most	sophisticated	in	their	use	of	tools,	they	are	not	alone.
For	example,	crows	will	insert	leaves	into	logs	so	that	ants	climb	up	the
serrated	edges	and	into	their	waiting	mouths.25

The	intelligence	of	so-called	bird	brains	may	seem	surprising,	but	crows
and	other	members	of	the	Corvidae	family	(i.e.,	corvids),	such	as	scrub	jays
and	ravens,	are	actually	quite	clever	and	can	understand	fundamental
physics.26	There	were	no	crows	on	the	team	that	discovered	the	Higgs	boson,
but	they	can	match	the	knowledge	of	young	children.

Aesop’s	fable	“The	Crow	and	the	Pitcher”	tells	the	tale	of	a	crow	wishing
to	drink	water	from	the	bottom	of	a	pitcher.	The	crow	collects	pebbles,
dropping	them	one	by	one	into	the	pitcher	until	the	water	level	is	high	enough
for	him	to	drink.27	Researchers	tested	this	fable	in	real	life	by	presenting



crows	with	a	narrow	vase	half	filled	with	water	with	a	treat	floating	in	it
(figure	6).28	The	water	level	was	too	low	for	the	crow	to	reach	the	treat,	but
there	was	a	pile	of	little	rocks	nearby.	As	in	the	fable,	the	solution	was	to	put
the	rocks	in	the	vase	to	raise	the	water	level,	and	crows	had	no	problem
figuring	it	out,	even	beating	out	some	children.

Figure	6:	The	Crow	and	the	Pitcher
To	get	the	treat,	the	water	level	must	be	raised	by	dropping	objects	into	the	vase.	On	this	and	other
tasks,	crows	show	surprising	ingenuity.

A.	H.	TAYLOR	ET	AL.,	“NEW	CALEDONIAN	CROWS	LEARN	THE	FUNCTIONAL
PROPERTIES	OF	NOVEL	TOOL	TYPES,”	PLOS	ONE	6	(2011):	E26887.

However,	crows	were	stumped	by	a	similar	scenario	in	which	rocks	had	to
be	put	in	a	second	vase	connected	to	the	first	vase	by	a	sneaky	invisible	tube
under	the	table,	which	raised	the	water	level	in	both	vases.	Unlike	crows,
children	did	manage	to	solve	this	problem,	even	though	they	had	no	idea	how
the	water	level	in	the	second	vase	affected	the	water	level	in	the	first	vase—
many	called	it	“magic.”*

Birds	not	only	use	tools	and	understand	physics	but	also	are	some	of	the
few	animals	that	can	actually	dance	to	a	beat.	You	may	disagree	with	this
blanket	statement,	recalling	times	at	which	your	dog	seemed	to	groove	to	the
radio,	but	it	is	unlikely	that	you	ever	went	to	the	trouble	of	computing	a



Fourier	transform	of	Fido’s	moves.	On	the	other	hand,	a	team	of	researchers
led	by	Adena	Schachner	did	compute	Fourier	transforms	on	a	number	of
different	“dancing”	animals.

Fourier	transforms	are	mathematic	operations	that	show	the	frequencies
underlying	periodic	(i.e.,	repeated)	motion.	For	example,	if	you	had	a
pendulum	that	swung	back	and	forth	every	two	seconds,	the	Fourier	transform
would	show	a	single	spike	at	0.50	hertz	(half	a	cycle	per	second).	The	Fourier
transform	of	the	light	given	off	by	a	burning	butane	torchlight	would	show
spikes	at	around	588	gigahertz	(green)	and	705	gigahertz	(blue).*	Schachner
and	her	colleagues	examined	more	than	a	thousand	YouTube	videos	of
animals	dancing	(i.e.,	moving	while	music	was	playing),	including	dogs,	cats,
horses,	ferrets,	fish,	snakes,	rabbits,	woodpeckers,	pigs,	pigeons,	goats,	and
elephants.	They	performed	a	Fourier	transform	on	both	each	animal’s
movements	and	the	background	music	and	by	comparing	them	could	tell
which	animals	were	dancing	to	the	beat	and	which	were	just	flailing	around.

The	analysis	revealed	that	the	only	animals	that	can	keep	rhythm	are	those
that	engage	in	vocal	mimicry,	such	as	songbirds,	parrots,	hummingbirds,
elephants,	bats,	and	humans.	Of	course,	these	results	can’t	stop	you	from
perceiving	your	pets	as	musically	gifted,	but	it	does	suggest	that	this	ability
evolves	only	among	a	narrow	set	of	evolutionary	conditions.

Humans	certainly	perceive	rhythm	and	other	mental	abilities	in	animals,
but	do	animals	perceive	mind	in	other	animals?	Early	research	on	this
question	focused	on	chimpanzees	because	they	were	the	most	humanlike	of
animals,	both	in	terms	of	DNA	and	in	mental	abilities.	In	one	popular
paradigm,	two	researchers	would	show	a	chimp	some	delicious	food	(e.g.,	a
banana),*	before	one	researcher	(the	“knower”)	went	behind	a	screen	and	hid
the	food	beneath	one	of	four	cups.	While	the	knower	was	doing	the	hiding,
the	other	experimenter	(the	“guesser”)	would	stand	with	a	bucket	over	his
head,	making	him	or	her	blind	to	the	proceedings.	Thus	the	knower	would
know	the	exact	location	of	the	food,	whereas	the	guesser	could	only	choose	a
cup	at	random.

The	knower	and	the	guesser	would	then	each	point	to	a	different	cup.	The
smart	choice	in	this	scenario	is	to	trust	the	knower	to	indicate	the	location	of
the	food.	However,	this	requires	understanding	the	content	of	others’	minds,
realizing	that	the	bucketless	experimenter	knows	something	that	the	bucketed-
headed	experimenter	does	not.	Chimps	overwhelmingly	failed	this	task,
showing	no	preference	for	the	cups	indicated	by	the	knower,29	a	result	most



scientists	interpreted	as	indicating	that	chimps	lack	the	ability	to	perceive	the
minds	of	others.	Others	weren’t	so	sure.

These	more	optimistic	folks	believed	that	researchers	were	simply	using
the	wrong	paradigm	to	assess	mind	perception.	They	reasoned	that	if
evolution	had	endowed	chimps	with	mind	perception	it	wasn’t	for	playing
bucket-head	with	humans	but	instead	for	outcompeting	other	chimps.	In	the
wild	chimpanzees	seldom	do	cooperative	tasks	with	humans,	but	they	do
frequently	try	to	steal	the	food	or	mates	of	other	chimpanzees.

To	test	this	“conspecific	competition”	hypothesis,	researchers	set	up	two
caches	of	food	in	a	courtyard:	one	in	plain	sight	of	a	high-ranking	chimp,	the
other	hidden	from	his	view	by	a	wooden	screen.	They	then	released	a	hungry
junior	chimp	into	the	courtyard	and	observed.	If	chimpanzees	lack	the	ability
to	understand	other	minds	(like	the	thoughts	of	the	big,	bad,	dominant	chimp),
then	this	junior	chimp	would	foolishly	try	to	take	the	visible	food.	But	if
chimpanzees	could	understand	other	minds,	then	this	junior	chimp	would	take
the	perspective	of	the	dominant	chimp	and	realize	that	he	should	steal	only
the	hidden	food.

The	junior	chimp	ignored	the	visible	food	and	instead	went	to	the	hidden
cache.30	Watching	videos	of	this	behavior,	you’d	swear	that—if	it	were	only
possible—the	junior	chimp	would	put	its	hands	in	its	pockets	and	start
whistling,	just	to	indicate	that	nothing	suspicious	was	going	on.

Other	animals	also	have	the	ability	to	appreciate	mental	states	in	suitably
naturalistic	situations.	If	crows	or	scrub	jays	(our	physicist	corvids)	notice
another	bird	watching	them	while	they	are	hiding	their	food,	they	will	come
back	and	move	their	stash—suggesting	that	they	understand	the	knowledge	of
other	birds.31	Dolphins	are	also	thought	to	have	sophisticated	mind	perception
and	can	easily	follow	the	gazes	or	gestures	of	humans	to	complete	a	task,	such
as	fetching	specific	objects.32

However,	the	real	champions	of	understanding	mental	states—at	least
those	of	humans—are	dogs,	because	they	coevolved	with	us.33	Over	millennia
we	fed,	petted,	and	sheltered	the	dogs	that	knew	what	we	were	thinking,	and
we	killed,	beat,	and	exiled	the	dogs	that	were	oblivious	to	our	desires.	This
gives	modern-day	dogs	an	amazing	ability	to	read	human	thoughts,	although
not	in	the	mysterious	telepathic	sense.*	Instead	they	read	our	nonverbal	cues,
such	as	gaze	and	pointing.

In	one	demonstration,	researchers	put	in	front	of	a	dog	two	smell-proof
boxes,	only	one	of	which	contained	food.	When	the	dog’s	owner	pointed	to



the	correct	box,	dogs	almost	always	went	to	it.34	This	may	seem
unremarkable,	but	if	you	do	the	same	exercise	with	chimpanzees,	they	never
pick	up	the	cues.	You	can	point	and	dance	and	pelvic	thrust	at	the	correct	box
on	hundreds	of	trials	and	chimps	will	never	get	it	right.	Cats,	on	the	other
hand,	when	observing	a	human	pointing	at	the	correct	box,	will	look	at	the
human	derisively	and	then	vigorously	lick	their	own	crotch.

One	general	criticism	leveled	at	animal	researchers	is	that	they	are
inventing	rather	than	objectively	observing	minds,	projecting	their	own	hopes
and	desires	onto	animals,	and	mistaking	their	own	complex	social
understanding	for	that	of	the	animals.	The	most	organized	criticism	of	animal
minds	was	the	behaviorist	movement	in	psychology,	which	sought	to	remove
references	of	mental	states	from	descriptions	of	animal	(and	human)	behavior.
In	particular,	behaviorism	led	chimpanzee	researchers	to	try	to	remove	all
humanlike	language	from	accounts	of	chimpanzee	behavior.	The	result,	as
described	by	Donald	Hebb	in	1946,	was	“an	almost	endless	series	of	specific
acts	in	which	no	order	or	meaning	could	be	found.”35

Compare	the	informational	value	of	“A	approached	B,	A	touched	B’s
back,	and	A	removed	something	from	B’s	back;	later,	B	approached	A,	B
touched	A’s	back,	B	removed	something	from	A’s	back,	and	A	and	B
vocalized”	with	“A	and	B	happily	groomed	each	other.”	The	latter	not	only	is
more	informative	and	succinct	but	also	makes	for	a	more	compelling	story.
Importantly,	any	mind-rich	descriptions	are	wrong	only	when	animals	lack	the
mental	capacities	we	ascribe	to	them,	and	the	research	we’ve	examined
suggests	that	perceptions	of	mind	are	justified	in	many	species.

We	often	like	to	think	of	humanity	as	standing	on	a	different	level	of
evolution,	but	more	similarities	between	us	and	nonhuman	animals	are	being
revealed	every	day.	Even	language—classically	held	to	be	the	sole	dominion
of	humans—exists	in	some	forms	in	animals.	The	gray	parrot	Alex	knew
hundreds	of	words,	as	does	Koko	the	gorilla,	who	uses	American	Sign
Language	to	communicate	her	desires.	Many	animals	also	seem	to	have	a
concept	of	the	“self,”	demonstrated	by	the	ability	to	recognize	themselves	in	a
mirror.	In	humans	this	capacity	doesn’t	emerge	until	the	age	of	eighteen	to
twenty-four	months.36	To	test	this	with	your	own	child,	put	a	big	red	mark	on
his	forehead	before	sitting	him	in	front	of	the	mirror.	If	your	kid	madly	rubs	at
his	own	forehead,	he	has	the	power	of	self-recognition,	but	if	he	just	chuckles
and	thinks,	“Look	at	that	dumbass,”	he	has	yet	to	approach	the	intellectual
sophistication	of	chimps,	dolphins,	and	elephants.37



These	impressive	displays	of	animal	thinking	suggest	that—even	if
humans	are	the	pinnacle	of	evolution—other	creatures	may	not	be	too	far
down	the	mountain.	The	apparent	amount	of	animal	agency	poses	a	natural
next	question:	do	animals	also	have	experience?	People	certainly	perceive
animals	to	have	sensations	and	emotions—to	be	vulnerable	feelers.	In	the
mind	map	from	chapter	1,	we	saw	that	animals	are	viewed	as	possessing
much	more	experience	than	agency,	even	as	being	on	par	with	humans.	We
may	debate	whether	animals	can	think	deeply,	but	most	people	have	no	doubt
that	animals	can	feel	deeply.	Is	this	true?

There	is	a	video	you	may	have	seen,	and	it	may	have	brought	tears	to	your
eyes.	It	concerns	two	British	men,	John	Rendall	and	Anthony	“Ace”	Berg,
who	in	1969	rescued	a	lonely	lion	cub	from	his	tiny	cage,	brought	him	home,
and	named	him	Christian.	These	two	big	men	fed	Christian	from	a	bottle	and
played	with	him	in	a	local	churchyard,	and	when	he	quickly	grew	too	big	for
their	apartment,	they	facilitated	his	release	back	into	the	wilds	of	Africa.
Months	later	they	went	to	Kenya	to	check	up	on	their	feline	friend,	but	they
were	told	that	he	was	now	fully	wild	and	that	he	would	not	remember	them.
Undeterred,	they	trekked	to	his	location	and	filmed	their	encounter.

The	video	begins	with	John,	Ace,	and	Christian	walking	toward	each
other	across	some	rocks.	As	the	lion	approaches	the	men,	he	quickens	his
pace,	and	there	is	a	moment	of	apprehension	as	Christian	jumps	toward	them
with	paws	outstretched,	but	he	attacks	them	only	with	love	and	gives	them	a
big	hug.	Wishful	thinking	be	damned,	there	is	no	other	word	that	fits:	he
stands	up	on	his	hind	legs	and	embraces	them	with	his	paws.	The	two	men
whoop	and	snuggle	him;	he	hasn’t	forgotten	his	surrogate	parents	and	the	love
they	gave.

Contrast	this	case	with	the	case	of	Timothy	Treadwell—aka	the	Grizzly
Man.	Treadwell	was	an	ardent	environmentalist	who	spent	summers	in	Alaska
living	with	the	grizzly	bears.	In	his	videos	it	seems	that	the	bears	had	really
accepted	him	as	one	of	their	own,	letting	him	touch	them	and	even	play	with
their	cubs.	However,	near	the	end	of	his	thirteenth	Alaskan	summer,
something	went	wrong.	The	day	before	he	was	scheduled	to	be	picked	up,	his
video	camera	recorded	his	being	attacked	and	eaten	by	the	very	animals	he
had	dedicated	his	life	to	protecting.	The	lens	cap	was	on	and	the	tape	was
almost	finished,	so	the	footage	is	brief	and	consists	only	of	audio,	but	it	is
more	than	enough	to	break	your	heart.	Being	eaten	alive	is	not	a	kind	way	to
go.



The	difficulty	with	loving	animals	so	much	is	that	we	expect	them	to	love
us	back	in	the	same	way.	We	would	never	think	of	eating	our	pets	while	they
are	still	conscious	and	so	expect	the	same	consideration	from	animals	we
love.	But	are	animals	even	capable	of	these	deep	experiences?	That	is	a
difficult	question.	With	agency	there	are	outward	signs,	instances	of	thinking
doing	like	putting	stones	in	a	vase	or	picking	the	right	box;	but	the	sensations
and	emotions	of	experience	are	especially	cryptic	because	they	can	really	be
known	only	from	the	inside.	But	as	with	Christian	the	lion,	there	can	certainly
be	compelling	cues.

Elephants,	for	example,	will	show	remarkable	compassion	for	their
fellows.	In	one	case	a	junior	elephant	named	Grace	repeatedly	tried	to	help	an
elderly	elephant	named	Eleanor.38	Eleanor	was	having	trouble	walking,	and
Grace	would	try	to	prop	her	up	and	nudge	her	along	when	she	stumbled.
When	Eleanor	became	too	weak	and	stumbled	and	fell	for	the	last	time,	Grace
stood	by	her	side	as	night	fell,	letting	out	cries	of	mourning.

Likewise,	Dutch	anthropologist	Frans	de	Waal	has	observed	bonobos	and
chimpanzees	for	thousands	of	hours	and	has	seen	many	examples	of	touching
kindness	in	these	primates.39	Closer	to	home	there	are	stories	of	dogs	walking
across	the	country	to	return	home	to	their	owners,	just	as	in	Homeward
Bound,	and	when	cats	flop	down	and	purr,	they	definitely	seem	to	want	to	be
close.	Of	course,	they	will	also	eat	the	corpses	of	their	dead	owners.40

People	often	debate	whether	we’re	witnessing	actual	compassion	or
misinterpreting	pure	instinct.	Does	an	animal	have	a	sense	of	kindness,	or
does	it	merely	act	as	if	it	did?	Unfortunately,	assessing	actions	remains	the
best	we	can	do	because	animals	lack	language	to	tell	us	their	motives.
Practically	speaking,	these	deeper	motives	may	be	irrelevant.	If	you	are	the
mother	of	the	three-year-old	boy	who	fell	into	the	gorilla	enclosure	at
Brookfield	Zoo,	it	matters	little	why	the	gorilla	Binti	Jua	carefully	cradled
your	son	and	brought	him	to	the	keeper,	all	the	while	protecting	him	from
other	gorillas.41	The	important	point	is	that	she	saved	your	son.

Animals	not	only	respond	to	those	who	are	vulnerable	or	suffering—
moral	patients—but	also	respond	to	moral	agents	when	they	are	victims	of
injustice.	In	one	example	researchers	had	two	monkeys	complete	the	same
task	but	gave	one	a	better	reward.	The	monkey	that	got	the	short	end	of	the
deal	realized	he	was	being	screwed	over	and	refused	to	participate	in	future
tasks.42	Monkeys	will	also	perpetrate	revenge	against	those	who	have
wronged	them	and	even	attack	family	members	of	their	enemies.43	A	study
we	conducted	also	suggests	that	monkeys	understand	the	moral	concept	of



“paying	it	forward,”	an	idea	popularized	by	the	eponymous	movie	starring
Haley	Joel	Osment,	Helen	Hunt,	and	Kevin	Spacey.

Most	times	in	life,	when	someone	does	something	good	for	us,	our	first
inclination	is	to	pay	them	back	and	return	the	favor,	but	paying	it	forward
instead	involves	doing	something	good	for	an	entirely	new	person—often
with	the	hope	that	you’re	forging	the	first	link	in	a	chain	of	goodness
stretching	into	the	future.	Both	our	research	and	that	of	others	suggests	that
people	will	indeed	pay	it	forward.44	If	the	previous	person	in	line	bought	your
coffee,	you	will	buy	a	coffee	for	the	next	person,	and	we	wondered	if
monkeys	would	do	the	same.

We	tested	this	idea	by	putting	monkeys	as	a	middle	link	of	a	chain	of
three	monkeys,	where	they	would	receive	an	outcome	from	the	first	monkey
and	give	an	outcome	to	the	third	monkey.	Monkeys	could	receive	one	of	two
outcomes,	either	a	delicious	prized	grape	or	an	unappealing	piece	of	spinach.
Importantly,	it	was	completely	costless	for	monkeys	to	give	grapes,	because
the	monkey	doing	the	passing	always	got	a	grape.	In	sum,	the	monkeys	chose
between	option	A	(me:	grape,	other:	grape)	and	option	B	(me:	grape,	other:
spinach),	so	the	only	reason	they	would	give	another	monkey	spinach	was	out
of	spite.

We	found	that	monkeys	paid	forward	their	outcomes.	When	the	second
monkey	received	a	grape,	it	would	give	the	third	monkey	a	grape,	but	when
the	second	monkey	received	a	piece	of	spinach,	all	hell	broke	loose—it
jumped	and	screamed	and	looked	disgustedly	at	the	first	monkey.	It	then	gave
a	piece	of	spinach	to	the	third	monkey,	who	reacted	the	same	way,	forging	a
new	link	in	the	chain	of	injustice.45	In	contrast,	when	adult	humans	are	in
analogous	situations,	we	swallow	our	anger	and	break	the	chain	of	greed	by
passing	on	the	good	outcome.	It	seems	that	monkeys	have	enough	of	a	moral
sense	to	recognize	injustice,	but	not	enough	to	rise	above	it.

In	general,	it	is	clear	that	many	animals	care	about	being	kind	and	having
justice	but	may	fail	to	act	upon	these	concerns	because	of	agency	limitations.
Despite	some	sophisticated	reasoning,	nonhuman	animals	have	very	small
prefrontal	cortices—just	like	teenagers—and	therefore	lack	impulse	control
and	the	ability	to	understand	how	their	actions	affect	others.*	An	animal
might	be	snuggly	and	friendly	99	percent	of	the	time,	but	when	hungry,	or
frightened,	or	angered,	all	bets	are	off.

People	recognize	this	relative	lack	of	agency,	and	so	we	gravitate	toward
animals	that	are	small,	cuddly,	sweet,	and	harmless.	Chalk	this	up	to
evolution.	Prehistoric	people	who	tried	to	snuggle	with	rattlesnakes	and



cougars	weren’t	alive	long	enough	to	pass	on	their	genes,	unlike	those	who
loved	hamsters	and	guinea	pigs.	No	wonder	people	are	far	more	likely	to
develop	phobias	of	snakes,	spiders,	and	things	with	sharp	teeth	than	of
bunnies	or	butterflies.46	We	have	evolved	to	recognize	dangerous	animals
quickly	but	also,	apparently,	to	pet	and	cuddle	those	animals	that	roll	over	on
their	backs	and	let	us	rub	their	tummies.

Our	love	of	pets	sometimes	seems	to	outweigh	our	love	of	fellow	people.
In	news	coverage	of	natural	disasters,	cameras	and	newscasters	often	focus	on
the	animals	that	succumb	to	or	survive	peril,	such	as	the	cat	that	swam
through	severe	floodwaters	in	northern	Canada.	Thousands	of	people	have
lost	their	homes	and	some	have	died,	but	SWIMMING	SENSATION	MOMO	THE	CAT

ESCAPES	ALBERTA	FLOOD!	shouts	a	front-page	headline.47

Of	course,	if	you	explicitly	ask	others,	they	will	acknowledge	that	people
have	richer	minds	than	animals	and	therefore	warrant	more	moral	concern—
but	it	is	hard	to	remember	this	fact	when	you	see	a	puppy	whimpering.	Our
concern	with	animal	welfare	also	makes	sense	when	you	consider	the	deep
fault	line	we	discovered	between	the	two	kinds	of	minds:	vulnerable	feelers
and	thinking	doers.	As	our	pets	are	less	thinking	doers	and	more	vulnerable
feelers,	we	consistently	place	them	in	the	moral	patient	camp,	focusing	on
their	suffering	and	worrying	about	their	mistreatment	while	generally
forgiving	their	trespasses	against	us.

Of	course,	those	same	people	cheering	for	Momo	on	the	nightly	news	are
also	likely	eating	their	dinners	of	beef,	pork,	or	chicken.	How	are	we	to	make
sense	of	this	contradiction?	Why	is	the	death	of	a	pet	a	tragedy	and	the	death
of	a	chicken	a	routine	step	toward	dinner?	One	potential	reason	is	that	the
inscrutability	of	animal	minds	leaves	lots	of	wiggle	room	in	questions	of
moral	concern.	Consider	the	difference	between	Michael	Vick	and	Joaquin
Phoenix.

NFL	quarterback	Michael	Vick	has	a	great	arm	and	rushing	yards
befitting	a	running	back,	but	he	is	infamous	for	running	a	brutal	dogfighting
ring.	When	authorities	searched	his	estate,	they	found	seventy	caged	dogs—
mostly	pit	bulls—who	were	trained	to	fight	one	another	to	the	death.	Dogs
who	survived	fights	but	were	too	injured	to	keep	fighting	were	killed	by	Vick
and	his	associates.48

In	contrast	to	the	callous	Vick,	the	actor	Joaquin	Phoenix	is	so	concerned
with	animal	suffering	that	he	has	been	a	vegan	since	he	was	three	years	old,
when	he	saw	a	fish	suffocating	in	the	bottom	of	a	boat	during	a	family	fishing
trip.49	He	has	narrated	award-winning	documentaries	on	animal	abuse	in	the



farming	industry	and	requires	that	his	movies	not	use	captive	animals.	He	has
even	filmed	a	commercial	for	PETA	in	which	he	pretends	to	drown,	mirroring
the	suffocating	fish	he	saw	so	many	years	ago.	For	Phoenix	and	Vick,	the
issue	of	animal	rights	seems	to	be	one	of	extremes—either	all	animals	are
sacred	or	any	can	be	killed	for	sport—but	for	most	people	animal	rights
involve	shades	of	gray:	puppy	killing	is	heinous,	but	it’s	okay	to	have	the	odd
mollusk	for	dinner.

How	do	people	decide	which	animals	count	as	moral	patients?	With	mind
perception,	of	course.	Animals	perceived	to	have	mind	are	given	moral	rights,
whereas	those	without	aren’t.	It	may	seem	that	we	base	membership	in	the
mind	club	on	agency,	as	laws	to	protect	apes	and	dolphins	often	reference
their	intelligence.50	For	example,	in	2008	the	Spanish	parliament	passed	a
nonbinding	resolution	giving	basic	human	rights	to	great	apes,	who	are
among	our	closest	genetic	relatives.	This	law	prevents	cruelty	to	apes	and
forbids	their	killing	except	in	cases	of	self-defense.	Proponents	of	the	law
cited	the	apes’	advanced	cognitive	abilities—but	also	their	ability	to	feel	fear,
jealousy,	and	love.51

The	truth	is	that	people	extend	more	protection	to	kittens	than	crows,
despite	the	fact	that	corvids	are	much	smarter.	This	suggests	that	animal	rights
are	more	a	matter	of	experience	than	of	agency—an	idea	confirmed	by	our
mind	survey,	which	revealed	that	animals	are	seen	as	vulnerable	feelers.	This
importance	of	experience	is	captured	eloquently	by	the	philosopher	Jeremy
Bentham,	who	wrote	that	“the	question	[of	animal	rights]	is	not,	Can	they
reason?	nor,	Can	they	talk?	but,	Can	they	suffer?”52

Because	animals	lack	language,	and	experience	exists	inside	minds,	it	is
difficult	to	decipher	whether	animals	feel	pain	the	same	as	we	do.	Animals
may	writhe	and	yelp	when	injured,	but	classically	these	signs	were	thought	to
be	mere	reflexes	and	not	to	represent	“real”	pain.	Descartes	believed	animals
were	little	automatons	that	were	driven	by	the	biological	equivalent	of	springs
and	levers;	they	might	cry	out,	but	that	was	only	because	of	mechanical
linkages,	just	as	your	alarm	clock	might	cry	out	when	morning	comes.53

The	inscrutability	of	experience	means	that	we	rely	heavily	on	external
cues	to	understand	animal	pain—things	like	big	eyes,	obvious	expressions,
and	human	likeness.	This	is	why,	in	the	mind	survey,	puppies	were	given
more	protection	than	tree	frogs,	which	have	small	eyes	and	no	clear	way	of
crying	out	and	aren’t	even	mammals	like	us.	Reliance	on	these	external	cues
can	lead	to	an	overemphasis	on	“cuteness”	in	animal	rights.	That	we	can	eat
bacon	with	abandon	and	donate	money	to	stop	seal	clubbing—despite	the



impressive	intelligence	of	pigs54—is	a	notable	reversal	of	objective	mental
qualities.	In	this	way	we	are—if	only	a	tiny	bit—like	serial	killer	Dennis
Nilsen,	who	saw	his	dog	as	a	mind	club	member	but	not	his	fellow	humans.
Those	we	admit	to	the	mind	club	may	not	be	the	most	deserving	but	instead
those	with	whom	we	emotionally	connect.

Figure	7:	Pigheaded?
We	feel	more	at	ease	at	the	idea	of	eating	pigs	than	seals,	even	though	pigs	likely	have	richer	inner	lives.

Even	when	animals	are	relatively	uncute,	thinking	about	their	suffering
can	still	make	people	squirm.	We	think	of	cows	as	stupid	and	label	their	meat
“beef”	to	maintain	distance	between	ourselves	and	dinner.	If	meat	is	mindless,
then	it	isn’t	really	cruel.	This	link	between	mind	and	morality	has	been
demonstrated	by	a	clever	experiment	led	by	psychologist	Steve	Loughnan	in
which	grocery	store	shoppers	were	given	free	samples	of	either	cashews	or
beef	jerky.	After	eating,	shoppers	filled	out	a	mind	survey	that	included
mental	ratings	of	a	cow.	The	researchers	discovered	that	while	the	nut	eaters
perceived	the	cow	to	have	substantial	mind,	the	meat	eaters	stripped	away	its
thoughts	and	feelings.55	An	elegant	follow-up	study	found	that	simply
labeling	an	animal	as	“food”	drastically	decreased	the	animal’s	perceived
capacity	for	suffering.56

The	denial	of	mind	to	animals	we	eat	is	especially	obvious	in	factory
farming.	Consider	the	language	of	an	employee	of	one	turkey	factory	farm,	in
which	birds	with	freakish	genes	have	their	beaks	seared	off,	are	pumped	full
of	antibiotics,	and	are	fed	until	they	can’t	even	walk	around	their	tiny	wire
cage:	“The	farmer	has	no	choice	but	to	produce	food	at	a	lower	production
cost,	and	genetically	he’s	going	to	move	toward	an	animal	that	accomplishes
that	task,	which	can	be	counterproductive	to	its	welfare.”57	Rather	than
inventing	animal	minds,	this	man	is	trying	his	best	to	ignore	them.



In	contrast	to	the	distance	that	some	put	between	themselves	and	animals,
others	are	more	intimate	with	them—perhaps	a	little	too	intimate.	Consider
the	case	of	Carlos	Romero.	He	was	in	love.	Romero	was	living	in	a	small	city
in	central	Florida	and	finding	it	hard	to	meet	people,	but	the	thirty-one-year-
old	finally	found	someone	to	get	excited	about.	They	had	been	together	only	a
couple	of	months,	but	their	relationship	was	already	quite	physically
advanced—they	seemed	to	have	a	natural	chemistry.	Romero’s	lover	was
named	Doodles,	a	name	befitting	a	twenty-one-month-old	miniature	donkey.

Witnesses	phoned	the	police	after	seeing	Romero	pressed	against	the	back
of	Doodles	with	his	pants	down,	and	when	he	was	questioned	by	detectives,
Romero	admitted	that	he	and	the	donkey	had	had	a	half	dozen	sexual
encounters	and	that	he	enjoyed	the	way	her	fur	felt	on	his	privates.	In	a	later
jailhouse	interview	with	the	Huffington	Post,	Romero	admitted	that	he	was
never	really	a	people	person	and	preferred	the	company	of	animals,	who	were
“usually	there	for	you,”	“100	percent	honest,”	and	don’t	“stab	you	in	the
back,	give	you	diseases	and	lie	to	you.”	He	also	demanded	that	Doodles	be
returned	to	him,	since	he	had	paid	five	hundred	dollars	for	her.58

Clearly	Romero	has	had	a	tough	time	with	human	relationships,	but	so
have	many	others	who	have	resisted	the	charms	of	barnyard	animals.	What
turned	him	to	animals?	There	is	no	clear	answer	to	how	people	develop	these
abnormal	sexual	preferences.	One	possibility	is	that	people	learn	to	feel
sexually	aroused	by	things	that	are	exotic	and	different,59	and	animals
certainly	fit	that	bill.	However,	given	that	few	people	engage	in	zoophilia—
the	technical	term	for	sexual	attraction	to	animals—this	explanation	seems
insufficient.	Another	possibility	is	that	it	derives	from	childhood	experiences
in	which	sexual	arousal	is	paired	with	animals	and	that	this	gets	reinforced
over	time.60	A	similar	process	occurs	with	animal	fears:	some	people	who
have	frightening	childhood	encounters	with	snakes	and	spiders	develop	full-
blown	phobias.61	But	not	all	childhood	experiences	grow	into	adult
obsessions,	and	so	researchers	are	still	searching	for	the	reasons	behind
zoophilia.

More	relevant	to	our	discussion	are	perceptions	of	zoophilia.	In	particular,
why	do	people	view	human-animal	love	as	so	immoral?	The	explanation
again	lies	with	the	mind-perception	fault	line	that	splits	doers	from	feelers.
Animals	are	seen	as	vulnerable	feelers	and	not	thinking	doers,	which	means
that	they	seem	to	suffer	while	lacking	the	agency	to	give	informed	consent—a
key	component	of	sexual	relationships.62	But	it	isn’t	clear	that	the	animals
actually	suffer	or	that	consent	is	actually	important	for	animals.	Animals



never	give	informed	consent,	not	even	to	the	conspecifics	they	mate	with	in
the	wild,	and	we	don’t	imprison	two	donkeys	for	having	consentless	sex	with
each	other.	Instead	we	are	all	likely	reacting	to	the	relative	imbalance	between
the	minds	of	humans	and	those	of	the	animals	with	whom	they	become
intimate.

Recall	that	our	cognitive	template	of	morality	is	dyadic,	featuring	an
agent	and	a	patient,	an	intentional	thinking	doer	and	a	suffering	vulnerable
feeler.	As	we	saw	in	chapter	1,	the	worst	crimes	pair	powerful	and
invulnerable	agents	(high	agency,	low	experience)	with	sensitive	and
vulnerable	patients	(low	agency,	high	experience),	explaining	why	it	is
immoral	for	a	CEO	to	punch	a	little	girl	(but	not	vice	versa).	Zoophilia	easily
fits	this	template	of	wrongdoing,	as	vulnerable	animals	are	powerless	to	stop
us	thinking	humans	from	mistreating	them—and	so	we	react	with	outrage.
This	logic	suggests	that	the	way	to	make	zoophilia	seem	less	immoral*	is	to
have	trysts	with	animals	perceived	to	have	high	agency	and	low	experience.
Sexual	relations	with	dangerous	and	apparently	unfeeling	tiger	sharks	seem
more	forgivable	than	with	helpless	and	sensitive	miniature	donkeys.

Although	most	animals	are	typically	ascribed	less	agency	than	humans,
circumstances	can	conspire	to	make	them	appear	capable	of	intention,
planning,	and	even	malice.	In	instances	of	severe	suffering,	animals	can
transform	from	hapless	victims	to	calculating	perpetrators.	Consider	an
example	from	medieval	France.

It	is	the	summer	of	1457	in	the	small	town	of	Savigny.	A	peasant	woman
goes	to	work	in	her	garden,	leaving	her	son	in	a	cradle	on	the	floor	as	she	has
done	many	times	before.	As	she	works,	a	sow	slips	through	the	door	with	her
piglets	in	tow	and	hunts	around	for	food.	The	sow	discovers	the	baby	and
starts	eating	him,	and	by	the	time	the	mother	realizes	what	is	happening,	there
is	little	left	but	gristle	and	blood.	The	mother	and	the	other	townsfolk	are
understandably	inconsolable,	but	rather	than	simply	killing	the	sow,	as	we
might	do	today,	they	decide	to	place	the	pig	on	trial.



Figure	8:	The	Pig	on	Trial,	as	Illustrated	in	Robert	Chambers’s	Book	of
Days
Through	dyadic	completion,	we	find	a	moral	agent	to	blame.

A	judge	is	brought	from	the	next	town,	and	lawyers	are	appointed	to
represent	the	sow	and	her	piglets.	The	defendant	sits	in	a	nearby	pen	as
arguments	are	heard	and	witnesses	are	called,	and	eventually	the	judge	rules.
He	decides	that	the	sow	is	morally	culpable	of	murder	and	should	be
sentenced	to	death	for	her	crime.	The	piglets,	however,	due	to	their	young
age,	are	found	not	guilty,	but	the	townsfolk	are	instructed	to	keep	close	watch
over	them,	lest	the	trauma	they	witnessed	warp	their	moral	sensibilities.	To
carry	out	the	sentence,	the	townsfolk	build	a	gallows	from	which	to	hang	the
pig—at	some	considerable	expense—as	they	would	a	human.	The	townsfolk
gather	round	as	the	murderer	is	executed;	finally,	justice	is	done.63

There	are	many	medieval	examples	of	animals	on	trial,	including	locusts
legally	condemned	for	crop	destruction64	and	a	rooster	sentenced	to	death	for
the	gender-bending	behavior	of	laying	an	egg	(it	was,	in	fact,	just	a
misunderstood	chicken).65

Before	you	cast	aspersions	on	the	intelligence	of	the	French	peasantry,
remember	that	they	weren’t	completely	stupid;	they	realized	that	pigs,	locusts,
and	poultry	lacked	mental	sophistication.	But	there	seems	to	be	something
special	about	witnessing	injustice,	whether	the	death	of	a	child	or	the	mass
destruction	of	livelihood,	that	prompts	people	to	find	someone	or	something
to	blame.	We	call	this	urge	dyadic	completion.



Figure	9:	Kanizsa	Triangle
Just	as	visual	completion	compels	people	to	see	a	white	triangle	in	the	Kanizsa	triangle,	dyadic
completion	compels	people	to	see	agents	to	blame	for	a	suffering	patient.

As	we	saw	in	chapter	1,	canonical	examples	of	immorality	have	a
complete	dyad	of	agent	plus	patient:	murder,	theft,	abuse,	and	fraud	involve	a
thinking	doer	harming	a	vulnerable	feeler.	Sometimes,	however,	the	enormity
of	injustice	is	so	great	that	it	trips	our	immorality	detector,	even	without	an
obvious	moral	agent.	An	infant	being	eaten	alive	is	so	terrible	that	we	can’t
believe	that	it	is	simply	bad	luck.	Instead	we	see	it	as	an	act	of	evil.	This
perception	of	injustice	then	feeds	back	and	triggers	our	dyadic	moral
template,	currently	incomplete	with	only	one	mind	instead	of	two—a
suffering	moral	patient	(in	this	case,	the	baby)	with	no	moral	agent	to	blame.
To	“complete”	this	dyad,	our	mind	casts	about	for	a	thinking	doer	to	slot	into
the	agent	role	(in	this	case,	the	pig).

As	an	analogy,	consider	the	process	of	visual	completion	in	the	Kanizsa
triangle,	in	which	the	presence	of	one	triangle	prompts	the	completion	of	a
second	triangle.	No	matter	how	you	try,	you	cannot	help	but	see	that	second
triangle.	Within	the	moral	dyad,	the	first	triangle	is	the	presence	of	a	moral
patient,	and	the	little	Pac-Mans	are	feelings	of	injustice—both	cues	that
compel	you	to	see	the	white	triangle	(the	moral	agent).

You	might	question	whether	the	white	triangle	is	actually	there,	but	as
with	all	things	mind	and	morality,	it	is	a	matter	of	perception.	Importantly,



dyadic	completion	is	satisfied	only	with	a	bona	fide	moral	agent	capable	of
intention,	responsibility,	and	action,	which	explains	why	the	peasants	put	the
pig	on	trial,	just	as	they	would	a	human	killer—a	trial	is	a	matter	of	moral
responsibility,	not	just	whether	a	bad	act	happened.	One	could	also	argue	that
the	pig	at	least	had	more	moral	agency	than	the	baby	it	ate,	qualifying	it	as	a
relative	moral	agent.	It	is	likely	harder	to	blame	a	pig	for	the	death	of	a
powerful	CEO	(high	agency,	low	experience)	than	for	the	death	of	a	baby
(low	agency,	high	experience).

Dyadic	completion	explains	not	only	historical	animal	trials	but	also	the
blame	we	levy	on	the	owners	of	dogs	that	bite	children.	It	is	not
psychologically	satisfying	to	simply	acknowledge	the	unpredictability	of
animals	with	kids,	so	instead	we	seek	out	the	most	agentic	mind	available—
and	then	typically	sue	it.	The	idea	of	dyadic	completion	is	an	important	one,
and	it	will	resurface	in	future	chapters	as	we	explore	campaigns	against	gay
rights,	conspiracy	theories,	and	even	the	belief	in	God.

Animals	also	feature	in	dyadic	completion	for	good	deeds.	When	Lassie
saves	a	three-year-old	from	being	hit	by	a	speeding	car,	we	ascribe	to	her
goodness,	insight,	and	wisdom.66	Similar	attributions	of	moral	agency	are
made	to	dogs	that	serve	in	the	police	force	or	military,	such	as	Cairo,	the
Malinois*	who	accompanied	Navy	SEALs	on	their	raid	of	Osama	bin	Laden’s
compound.	In	the	eyes	of	the	military,	Cairo	is	technically	just	a	piece	of
military	equipment,	but	in	the	eyes	of	his	fellow	SEALs,	the	average
American,	and	even	the	president,	Cairo	is	a	hero.	Criminals	who	kill	K9
officers	are	punished	much	more	harshly	than	those	who	kill	other	dogs;	for
example,	South	Carolinian	Maurice	McCreary	was	given	five	years	in	prison
for	shooting	a	police	dog.67

Even	with	dyadic	completion,	service	animals	are	still	technically	a	rung
below	humans.	Contrary	to	some	rumors,	killing	a	police	dog	does	not
warrant	the	same	punishment	as	killing	a	human	police	officer,	and	military
dogs	are	not	assigned	a	rank.	Of	course,	that	doesn’t	stop	us	from	mourning
their	loss	as	we	might	human	heroes.	When	the	German	shepherd	K9	officer
Rocco	was	fatally	stabbed	while	on	duty	in	Pittsburgh,	he	was	honored	with	a
motorcade	and	a	full	funeral	that	featured	more	than	a	thousand	attendees.68

The	thousands	mourning	a	single	dog	seem	light-years	away	from	the
cheering	crowds	at	the	bearbaiting,	whom	we	met	at	the	very	beginning	of
this	chapter,	but	both	phenomena	can	be	understood	through	mind	perception.
In	the	past,	animals	were	seen	as	dumb	beasts,	whereas	today	some	seem	to
care	more	about	animals	than	even	about	other	people.	The	tension	between



dumb	beasts	and	best	friends	is	a	question	we	struggle	with	today,	and	it
seems	we	often	use	unreliable	cues	to	guide	our	decisions.

People	prioritize	cuteness	over	intellect	and	humanness	over	problem-
solving	acumen,	suggesting	that	mind	perception	may	be	more	a	matter	of
feeling	than	of	reason.	We	may	see	with	our	eyes,	but	we	seem	to	see	animals’
minds	with	our	hearts.	When	you	find	yourself	talking	to	your	dog	while
eating	a	dinner	of	steak,	perhaps	you’ll	pause	to	reflect	on	the	importance	of
the	mind	club—and	whether	your	admission	decisions	are	grounded	in	fact	or
merely	wishful	thinking.

For	our	next	cryptomind	we	move	from	the	warm	fur	of	animals	to	the
cold	embrace	of	machines.





I

Chapter	3

THE	MACHINE
f	you	have	ever	passionately	kissed	an	inanimate	object,	you	are	not	alone.
Every	year	hundreds	of	people	buy	a	RealDoll,	a	lifelike	mannequin	with

fully	functioning	sexual	parts.	These	dolls	are	typically	female,	and	when	you
buy	one—for	approximately	six	thousand	dollars—you	can	specify	eye	color,
hair	color,	body	type,	and	other	less	PG-13	features.	In	a	sense,	you	can	create
your	perfect	lover.	The	only	thing	is	that,	no	matter	how	much	you	love	this
perfect	lover,	she	won’t	love	you	back;	adoring	gazes	and	warm	embraces	are
met	with	unblinking	stares	and	room-temperature	silicone.	Relationships	with
human	lovers	take	a	time-honored	progression,	from	dating	and	marriage	to
children	and	minivans,	but	relationships	with	RealDolls	fail	to	progress	at	all.
RealDolls	can’t	help	pay	the	bills,	make	small	talk	with	your	colleagues	at	the
office	Christmas	party,	or	hold	you	and	whisper	that	everything	will	be	okay.

Figure	10:	“Roxanne”
A	RealDoll	with	Face	#11.



For	those	accustomed	to	living	lovers,	relationships	with	RealDolls	seem
no	more	fulfilling	than	relationships	with	plywood	or	Tupperware.	But	for
those	who	own	RealDolls	the	relationship	does	seem	satisfying,	going	beyond
physical	needs	to	emotional	intimacy.	One	RealDoll	aficionado,	nicknamed
“Davecat,”	describes	his	relationship	with	“Shi-chan,”	a	statuesque	brunette
with	green	eyes	and	a	removable	tongue,	manufactured	by	Abyss	Creations:
“When	she	first	came	into	my	life,	it	was	sex,	sex,	sex,	sex,	sex,	and	now	it’s
just	tapered	off	to	where	we’re	just	there	for	each	other.	We’re	always	there
for	each	other.”1	You	may	wonder	how	Davecat	finds	it	satisfying	to	have
Shi-chan	“there	for	him”	when	Shi-chan	lacks	the	mind	necessary	to	love	him
back.	The	truth,	however,	is	that	Shi-chan	does	have	a	mind,	because	Davecat
perceives	it—such	is	the	power	of	mind	perception.

RealDolls	may	seem	like	a	strange	place	to	start	in	a	chapter	on	machines,
but	they	wonderfully	exemplify	the	theme	of	this	chapter:	human	creations	as
cryptominds.	Unlike	animals,	which	are	creations	of	nature,	machines	such	as
robots,	computers,	and	iPhones	are	all	products	of	our	own	minds.	Just	as	an
artist	might	stare	at	her	own	art	and	divine	new	truths	about	her	psyche,	so	too
can	we	examine	our	reactions	to	mechanical	creations	to	learn	about	mind
perception	and	human	needs.

The	first	thing	we	can	learn	from	RealDolls	is	that	people	don’t	like	to	be
lonely.	Even	though	Davecat	realizes	that	Shi-chan	is	not	alive,	he	says	that
she	makes	the	“difference	between	being	alone,	and	being	lonely.”	Loneliness
is	an	oppressive,	gnawing	experience,	often	described	as	painful.2	In	prisons,
inmates	dread	solitary	confinement	above	all	else,	and	many	believe	it
qualifies	as	torture.	In	2012	the	Center	for	Constitutional	Rights	filed	suit
against	the	state	of	California	for	using	solitary	confinement	in	its	prisons,
claiming	that	the	practice	violates	the	Eighth	Amendment,	which	guarantees
protection	from	cruel	and	unusual	punishment.

The	power	of	loneliness	stems	from	the	evolutionary	fact	that	humans	are
social	creatures	who	depend	on	others	for	survival.3	People	who	lack	a	social
support	network	are	more	likely	to	die	from	heart	disease	and	cancer,4	and
most	of	us	would	be	dead	if	left	alone	in	the	forest	for	a	month.	Even	if	we
could	survive	as	a	lone	human,	few	of	us	would	want	to.	Imagine	being	the
last	woman	or	man	on	Earth.	Sure,	you	could	drive	recklessly	and	loot	stores,
but	without	someone	in	the	passenger	seat	to	share	the	thrill	of	speeding	and
the	taste	of	illicit	Twinkies,	what’s	the	point?

Our	need	to	feel	social	connection	explains	why	people	often	embellish
their	relationships	with	other	people.	Every	time	you	think	of	celebrities	as



close	friends	or	imagine	that	you	and	your	hunky	mail	carrier	have	a	deep
personal	connection,	you	are	creating	what	are	called	“parasocial
relationships.”	Unlike	normal	two-sided	relationships,	parasocial	relationships
are	felt	by	only	one	person—but	to	that	one	person	they	are	undoubtedly	real,
even	when	they	involve	characters	on	TV.	Loneliness	makes	people	imagine	a
loving	bond	with	other	minds,	and	this	love	can	make	even	imaginary	minds
real.

To	test	this	“love	makes	minds	real”	effect,	psychologists	Wendi	Gardner
and	Megan	Knowles	sat	participants	in	front	of	a	monitor	that	showed	either
their	favorite	television	character—with	whom	participants	reported	a	close
personal	connection—or	another	random	(and	unloved)	television	character.
The	“realness”	of	the	character’s	mind	was	tested	via	“social	facilitation”	as
participants	copied	a	list	of	words	with	either	their	dominant	or	nondominant
hand.

“Social	facilitation”	is	the	technical	term	for	what	happens	when	you	do
something	in	front	of	real	people,	like	give	a	speech	or	play	sports.	Decades
of	research	has	shown	that	social	situations	increase	performance	on	well-
practiced	tasks	and	decrease	performance	on	novel	tasks,	which	explains	why
sports	rookies	choke	under	pressure	but	veterans	rise	to	the	challenge.	In	this
study	the	well-practiced	task	was	copying	words	with	the	dominant	hand,	and
the	novel	task	was	copying	words	with	the	nondominant	hand.	As	the
researchers	predicted,	social	facilitation	was	found	when	participants	sat	in
front	of	their	favorite	television	character,	becoming	faster	at	dominant-hand
copying	and	slower	at	nondominant-hand	copying.	People	who	had	strong
emotional	connections	with	their	favorite	characters	unconsciously	performed
as	if	these	characters	were	real	people.5

That	loneliness	can	compel	us	to	see	imaginary	characters	as	members	of
the	mind	club	may	not	be	surprising.	After	all,	they	are	played	by	real	people
who	ostensibly	have	real	minds.	But	loneliness	can	also	make	us	see	minds	in
mere	objects.	When	Tom	Hanks’s	character	in	Cast	Away	finds	himself	alone
on	a	desert	island,	he	befriends	a	kindly	volleyball	named	Wilson	to	cope	with
the	isolation.	Over	the	course	of	the	movie,	Hanks’s	character	laughs	and
cries	with	Wilson,	just	as	he	would	with	a	real	person.	In	an	empirical	test	of
this	idea,	psychologists	Nick	Epley	and	Adam	Waytz	asked	people	to	rate
both	their	loneliness	and	the	minds	of	mechanical	devices	that	included
Clocky	(a	self-propelled	alarm	clock	that	rolls	away	from	the	lazy	sleeper)
and	Pillow	Mate	(a	human-shaped	pillow	programmed	to	hug).	As	predicted,
lonelier	people	saw	these	machines	as	possessing	more	mind,	including
intentions,	consciousness,	emotions,	and	free	will.6



Figure	11:	Clocky
The	lonelier	you	are,	the	more	mind	you	perceive	in	Clocky,	the	alarm	clock	that	runs	away	from	you.

If	loneliness	makes	people	see	free	will	in	alarm	clocks,	it’s	no	surprise
that	those	without	human	relationships	see	RealDolls	as	members	of	the	mind
club.7	As	we	saw	in	the	previous	chapter,	a	humanlike	appearance	compels	us
to	see	mind,	and	Shi-chan	certainly	looks	human.	Of	course,	dolls	can’t	love
you	back,	but	they	also	can’t	betray	or	hurt	you—a	sentiment	also	expressed
by	donkey-loving	Carlos	Romero	in	the	previous	chapter.	As	one	doll	owner
says,	“All	the	lies,	and	all	the	deceit,	and	all	the	times	I’ve	been	used—it’ll
never	happen	again.”8

Not	only	do	we	give	mind	to	machines	that	meet	our	social	needs,	but	we
also	ascribe	mind	when	they	seem	to	need	us.	Perhaps	you	remember	the
Tamagotchi	craze	that	swept	through	schools	in	the	late	1990s.	This	little
device	with	an	LCD	screen	was	an	electronic	pet	that	required	constant
attention	and	care.	You	had	to	feed	it	when	it	was	“hungry,”	clean	up	after	it
“pooped,”	and	turn	off	the	lights	when	it	was	“sleepy.”	Failure	to	do	these
things	could	not	only	result	in	the	death	of	the	Tamagotchi	but	could	also
produce	a	deranged	and	poorly	behaved	pet,	much	like	a	feral	child.	Because
the	Tamagotchi	was	sensitive	to	harm	(if	only	electronically),	it	pulled	at
people’s	heartstrings.	Just	as	vulnerable	animals	are	perceived	to	have	minds,
so	too	are	apparently	vulnerable	machines.

Seeing	mind	in	machines	not	only	makes	us	feel	warm	and	fuzzy	but	also
gives	us	a	sense	of	control	over	their	behavior.	We	understand	that	human
behavior	is	driven	by	thoughts	and	experiences—people	cry	because	they	are



sad	and	BASE	jump	from	skyscrapers	because	they	are	crazy—and	so	we
think	of	machines’	behavior	as	driven	by	thoughts	and	experiences	too.	Think
of	when	you	are	confronted	with	a	malfunctioning	piece	of	technology,	like	a
hiccupping	laptop.	Your	first	impulse	isn’t	to	think,	“Its	capacitors	have
overtaxed	p-n	junctions,”	but	instead	to	think,	“It	gets	angry	when	too	many
programs	are	open.”	Likewise,	when	we	are	hoping	that	our	car	will	start	on
winter	mornings,	we	don’t	think	about	the	complex	interaction	of	carburetor
and	temperature	but	instead	think	of	our	car	as	stubborn	or	unhappy	in	the
cold—and	beg	it	to	not	make	us	late	for	work.

As	these	examples	suggest,	the	tendency	to	see	mind	in	technology	occurs
primarily	when	it	disobeys	our	desires.9	When	machines	function	smoothly,
we	feel	in	control,	but	when	they	misbehave,	we	see	mind	to	help	us
understand.	This	is	also	true	with	people.	When	your	toddler	is	being	a	good
kid,	you	don’t	think	hard	about	why	that’s	the	case.	But	when	he’s	screaming
and	flinging	his	dinner	around	a	French	restaurant,	you	immediately	try	very
hard	to	figure	out	his	motivations	and	thoughts	on	the	matter.	People	are	more
likely	to	think	of	their	old	Chevy	truck	as	being	in	the	mind	club	than	their
brand-new	Audi,	despite	the	Audi’s	fancy	technology.	The	Audi	does
everything	exactly	as	it	should—and	so	is	seen	as	lacking	mind—but	that	old
“girl”	needs	encouragement,	cajoling,	and	sometimes	just	a	sensitive	ear	to
listen	to	her.

Psychologist	Carey	Morewedge	calls	this	phenomenon	a	negativity	bias
in	mind	perception—negative	events	prompt	mind	perception	more	than
positive	events.	To	experimentally	demonstrate	this	effect,	he	had	participants
play	some	“ultimatum	games,”	in	which	one	person	offers	a	split	of	money
between	themselves	and	someone	else,	and	the	other	person	decides	whether
to	accept	the	split.	If	the	split	is	accepted,	everyone	gets	their	share—however
fair	or	unfair—but	if	the	split	is	rejected,	then	no	one	gets	any	money.

For	example,	imagine	Bonnie	gets	ten	dollars	to	split	between	herself	and
Clyde.	Bonnie	offers	a	split	of	six	dollars	to	her	and	four	to	Clyde,	and	now
Clyde	has	to	decide	whether	to	accept	the	split	or	reject	it.	If	Clyde	accepts	it,
then	they	each	receive	their	money,	but	if	Clyde	rejects	it,	then	no	one	gets
any	money.	Rationally,	it	always	makes	sense	to	accept	any	split—even	if	you
are	offered	only	a	penny—since	some	money	is	better	than	no	money,	but
feelings	of	fairness	and	spite	frequently	lead	people	to	reject	lopsided	offers.

In	Morewedge’s	study	participants	played	three	ultimatum	games	with
three	different	partners,	who	(the	participants	were	told)	could	be	all	people,
all	computers,	or	some	combination	of	the	two.	After	participants	were



presented	with	the	proposed	split	from	their	partner,	he	asked	them	to	guess
whether	their	partner	was	a	computer	or	a	person.10	In	truth,	the	partner	was
always	a	computer,	but	participants	typically	believed	they	were	playing	with
people	when	the	situation	was	negative.	When	the	offer	was	fair	or	generous,
they	were	more	than	happy	to	think	it	was	a	mindless	machine,	but	when	the
offer	was	unfair,	they	quickly	ascribed	intention	behind	it,	believing	it	to
result	from	the	cruel	calculations	of	another	person.	As	we	saw	in	the
previous	chapter,	bad	outcomes	lead	people	to	search	for	an	agent	to	blame
for	mistreatment—a	phenomenon	called	dyadic	completion.	The	negativity
bias	in	mind	perception	can	actually	be	explained	as	part	of	dyadic
completion,	as	people	search	for	an	agentic	mind	to	take	the	blame	when	they
feel	vulnerable	and	exploited.

In	addition	to	the	motivations	of	understanding	and	social	connection,
people	often	perceive	mind	in	machines	because	of	anthropomorphism,	the
tendency	to	treat	something	as	human.	As	we	explored	in	the	previous
chapter,	people	are	generally	anthropocentric,	seeing	everything	from	the
perspective	of	humans.	More	technically,	we	have	“schemas”	for	many	things
in	life,	scripts	or	outlines	for	how	things	should	go.	The	schema	for	a	date
involves	meeting	someone	at	a	restaurant,	the	schema	for	an	exam	involves
sitting	quietly	in	a	row	of	desks,	and	the	schema	for	interacting	with	a	new
entity—like	a	machine—is	to	treat	it	as	a	human.

We	often	don’t	realize	when	we’re	anthropomorphizing	because	our
schemas	are	unconscious,	but	it	can	lead	to	curious	effects	with	machines.	In
a	series	of	studies,	Clifford	Nass	and	Youngme	Moon	found	that	participants
treated	computers	as	if	they	had	gender	and	ethnicity,	just	like	humans.
Participants	were	also	polite	to	these	computers.	When	the	computer	asked
how	it	was	performing,	people	were	unfailingly	nice,	even	when	it	was
actually	performing	poorly.	But	just	as	with	humans,	this	politeness	held	only
when	participants	were	dealing	with	the	computer	“face	to	face.”	They	were
more	than	happy	to	bad-mouth	one	computer	to	a	different	computer.11

Although	we	are	typically	polite	to	machines,	this	warm	facade	can
quickly	fade.	The	mind	survey	in	chapter	1	revealed	that	machines	are
generally	seen	as	lacking	experience—and	vulnerability—and	so	it	is	easy	to
be	cruel	to	them.	When	Microsoft	introduced	a	little	lifelike	paper	clip
(cleverly	nicknamed	“Clippy”)	in	its	Office	programs,	people	played	along	by
ascribing	it	intentions—but	hateful	ones.	Similarly,	when	navigating	the
phone	systems	of	banks	or	airlines,	our	simple	yeses	and	nos	to	the
disembodied	computer	voice	quickly	become	“Connect	me	to	a	real	person!”
or	a	litany	of	swear	words.	Beyond	anecdotes,	the	British	researchers



Antonella	De	Angeli	and	Rollo	Carpenter	analyzed	people’s	conversations
with	the	online	chatbot	Jabberwacky,	a	sophisticated	computer	program
capable	of	basic	communication.12	Their	database	revealed	hundreds	of
examples	of	computer	abuse,	ranging	from	bodily	threat	to	sexual
harassment.*	Consider	this	excerpt:

User:	What	is	your	address?

Jabberwacky:	I	don’t	think	I’ll	tell	you.	You’d	kill	me	if	I	told	you.
Wouldn’t	you!

User:	Yes	I	would.

Jabberwacky:	What	is	your	favourite	food?

User:	I	WILL	KILL	YOU!	I	WILL	HUNT	YOU	DOWN!!!

Jabberwacky:	Please	don’t.	.	.	.	I	really	have	to	leave.

User:	I	WILL	KILL	YOU!

Companies	try	to	circumvent	humanity’s	penchant	for	machine	cruelty	by
making	their	technological	agents	more	likable.	IKEA’s	Web	site	once	had	an
automated	helper	named	Anna	who	was	cheerfully	polite	as	she	helped	you
find	the	latest	in	Swedish	furniture.	Her	niceness	had	limits,	however,	as	she
would	not	respond	to	aggressive	questions	about	why	the	Svaglen	broke	into
a	million	particle-board	pieces	or	why	the	Muurfben	didn’t	come	with	an
Allen	key.

Agents	like	Anna—or	the	iPhone’s	Siri—often	incur	our	wrath	because
computers	exceed	humans	in	so	many	other	ways	that	we	expect	them	to	be
capable	in	all	ways.	Many	machines	are	better	at	thinking	than	people	are,	and
because	we	tend	to	think	of	agency	as	an	entire	cluster	of	capacities,	we
wonder	how	a	machine	that	can	do	millions	of	calculations	per	second	can	fail
to	book	us	on	the	last	flight	out	of	New	York.	It	also	doesn’t	help	that	we	see
mind	in	machines	when	we	are	confused	and	searching	for	control,	which
happen	to	be	the	very	times	we	are	short-tempered	and	spiteful.	Whether
you’re	cruel	or	kind	to	automated	agents,	ascribing	them	mind	is	an	inevitable
consequence	of	trying	to	understand	and	control	the	world	around	us.

Setting	aside	our	general	tendency	for	anthropomorphism,	we	seem	to
have	two	broad	motivations	for	perceiving	mind:	feeling	lonely	and	craving
control.	In	another	demonstration	of	the	great	fault	line	between	the	two	kinds
of	perceived	minds,	each	of	these	motivations	maps	onto	primarily	one
dimension	of	mind	perception.	When	we	feel	lonely,	we	see	experience	in
people	and	pets—and	also	machines—which	seem	to	love	and	care	for	us	and



need	our	love	and	care	in	return.	On	the	other	hand,	when	we	seek	control,	we
see	agency	in	entities	in	order	to	predict	and	understand	their	behavior.13	But
even	if	you’re	not	lonely	or	confused,	you	likely	need	machines	more	than
you	think—especially	given	our	limited	memories.

You	may	not	realize	it,	but	your	memories	are	distributed	across	many
sources,	including	notes,	books,	people,	and	machines.	To	remember	a
doctor’s	appointment	you	put	a	Post-it	note	on	the	fridge,	to	make	banana
bread	you	use	a	cookbook	to	jog	your	memory,	and	to	remember	Christmas
2007	you	look	back	in	a	photo	album.	This	distribution	of	memory	is
especially	obvious	in	our	interactions	with	other	people.	You	may	not	know
much	about	cars,	but	you	have	a	friend	who	knows	by	heart	the	engine
displacement	of	a	Maserati	and	how	to	replace	a	head	gasket	while
blindfolded.	This	means	that	you	are	free	to	ignore	all	car-related	facts	as	long
as	you	can	bring	her	along	to	the	mechanic.	The	key	is	that	you	don’t	need	to
remember	the	“what”	of	something	(e.g.,	the	difference	between	fixed	and
floating	brake	calipers)	as	long	as	you	can	remember	the	“who”—the	person
who	knows	it	(e.g.,	Tina	the	gearhead).

This	phenomenon	is	called	transactive	memory,14	and	spouses	use	it	all
the	time.	One	person	may	take	responsibility	for	knowing	everything	about
gardening,	while	the	other	may	know	everything	about	cooking.	One	person
remembers	the	birthdays	of	the	extended	family,	whereas	the	other	remembers
to	take	the	car	in	for	regular	maintenance.	Like	the	distribution	of	labor	that
fueled	the	Industrial	Revolution,	this	distribution	of	memory	makes	economic
sense.	Why	remember	everything	half	as	well	when	you	can	remember	half
the	things	twice	as	well?

In	today’s	networked	society,	our	minds	are	distributed	among	not	just
books	and	people	but	also	technology.15	How	many	phone	numbers	do	you
know	off	the	top	of	your	head?	One	dozen,	maybe	two?	Perhaps	not	even	that
many.	Before	cell	phones	(but	after	dinosaurs),	you	could	commit	only	ten
numbers	to	speed	dial,	and	the	rest	you	had	to	either	remember	or	store	in
your	Rolodex.	Not	only	can	modern	cell	phones	remember	every	phone
number	you’ll	ever	need,	but	a	single	smartphone	has	enough	memory	to
record	every	phone	number	in	the	world.	The	amazing	memories	of	machines
mean	that	you	probably	don’t	even	try	to	remember	phone	numbers,	spelling
disaster	if	you	ever	find	yourself	stranded	without	your	phone.

Machines	not	only	have	more	memory	capacity	than	people	or	books	but
also	circumvent	the	necessity	of	knowing	which	person	or	book	contains
which	piece	of	information.	With	a	set	of	books	you	need	the	equivalent	of	a



card	catalog,	and	with	a	group	of	friends	you	have	to	remember	which	person
knows	about	cars,	or	gardening,	or	French	cooking.	Search	engines	have
made	concerns	about	indexing	obsolete.	If	you	can	find	everything	just	by
typing	something	into	Google,	then	you	really	only	need	to	know	one	rule:	“if
unknown,	search	Google.”

Our	research	suggests	that	people	do	indeed	use	search	engines	as	an
intellectual	crutch.	Together	with	Betsy	Sparrow,	we	gave	participants	trivia
questions,	both	easy	(e.g.,	“Who	is	the	president	of	America?”)	and
challenging	(e.g.,	“Who	is	the	president	of	Nicaragua?”).	After	each	question
participants	were	asked	to	label	the	color	of	text	in	which	different	company
names	were	written.	For	example,	“Google”	might	be	written	in	blue,	and
“Nike”	might	be	written	in	red.	Known	as	the	Stroop	task,	this	procedure
relies	on	the	idea	that	people	are	slow	to	label	the	colors	of	words	that	capture
their	attention,	because	they	focus	more	on	the	meaning	of	the	word	than	on
its	color.

As	we	expected,	challenging	questions	led	people	to	label	the	color	of
Internet-related	companies	(e.g.,	Google	or	Yahoo!)	more	slowly,	suggesting
that	people	were	yearning	after	all-knowing	search	engines	when	answers
evaded	them.16	A	follow-up	study	found	that	people	were	also	happy	to	take
credit	for	the	knowledge	of	Google.	When	people	answered	challenging
questions	with	the	help	of	Google,	they	felt	much	smarter,	believing	that	they
could	answer	questions	correctly	even	without	Google’s	help.	(They
couldn’t.)

So	the	next	time	someone	asks	you	whether	you’ve	lost	your	mind,	do	a
brief	check	for	your	spouse	and—most	important—make	sure	your	wireless
connection	is	on.	As	long	as	you	have	Google,	you’ll	still	have	some	mind,
and	it	might	only	be	a	matter	of	time	until	our	minds	become	literally	fused
with	computers.	One	group	of	scientists	has	already	patented	microchips	that
can	be	buried	within	your	eyes,	and	researchers	at	the	University	of
Washington	have	harnessed	the	Internet	to	control	one	person’s	hand
movements	with	another	person’s	brain	signals.17

This	melding	of	mind	and	machine	might	make	us	more	efficient,	but
some	fear	that	the	computers	cannot	be	trusted	and—if	left	to	their	own
devices—might	realize	that	humans	are	unnecessary.	In	the	movie	The
Terminator	the	supercomputer	Skynet	suddenly	becomes	sentient	and
immediately	launches	all	the	world’s	nuclear	missiles.18	In	the	resulting
Armageddon,	humans	are	all	but	wiped	out,	and	the	remaining	few	are	hunted
by	lethal	cyborgs.	Such	an	apocalypse	may	seem	far-fetched,	but	the	Internet



already	links	together	all	of	the	world’s	computers,	and	all	we	need	is	one
computer	to	develop	the	power	to	think	for	itself.	Impossible?	Ray	Kurzweil
thinks	not.

Ray	Kurzweil	is	a	futurist,	which	means	that	he	makes	predictions	about
the	future.	His	most	notable	prediction	is	about	“the	singularity,”	in	which
computers	become	able	to	think,	especially	about	themselves.19	To
understand	the	singularity	we	need	to	discuss	another	futurist	named	Gordon
Moore,	who	was	a	cofounder	of	Intel,	the	microchip	company.	Based	on	what
Moore	saw	while	developing	microchips,	he	theorized	that	computing	power
would	double	roughly	every	two	years.20	For	the	past	forty	years,	“Moore’s
law”	has	held	true;	if	you	compared	a	chip	made	in	2010	with	one	made	in
1970,	it	would	be	220	(or	1,048,576)	times	more	powerful.	This	explains	why
operations	that	used	to	take	weeks	on	a	computer	can	now	be	done	in	a	matter
of	seconds,	and	why	your	friend’s	new	iPhone	seems	so	much	better	than
your	once-cutting-edge	BlackBerry.

Kurzweil	pondered	this	increasing	computing	power	and	wondered	if	this
straight	line	of	progress	could	be	turned	into	an	upward	spiral	in	which
computers	could	increase	their	own	computing	power.	This	may	not	seem	like
that	big	of	an	idea,	but	it’s	potentially	world	changing,	because	it	describes	a
positive	feedback	cycle—an	operation	that	(1)	acts	to	increase	something	and
(2)	takes	its	own	output	as	an	input.	The	classic	positive	feedback	cycle	is	a
microphone	(input)	connected	to	an	amplifier	(operation)	held	next	to	a
speaker	(output).	In	any	speaker	there’s	always	a	little	buzz,	but	it’s	typically
inaudible.	However,	if	you	hold	a	microphone	to	a	speaker,	it	will	pick	up	the
buzz,	which	the	amplifier	increases	before	relaying	it	to	the	speaker.	The
microphone	then	picks	up	this	louder	buzz,	which	the	amplifier	increases
even	more	before	relaying	it	again	to	the	speaker.	The	microphone	then	picks
up	this	even	louder	buzz,	and	on	and	on,	until	you	quickly	hear	an	ear-
splitting	shriek.

Along	the	same	lines,	if	a	computer	is	intelligent	enough	to	increase	its
own	intelligence,	it	can	become	more	intelligent,	allowing	it	to	become	even
more	intelligent,	and	so	on.	The	feedback	cycle	can	quickly	carry	on	to
infinity—and	quickly	turn	humans	from	planet	Earth’s	most	dominant	life
form	to	fleshy	slaves.	This	is	a	terrifying	possibility	for	us,	but	who	could
blame	machines—we	saw	just	how	cruel	and	callous	we	can	be	to	them	in
conversation.

Kurzweil,	for	his	part,	is	banking	on	the	idea	that	once	computers	become
all-powerful,	they	will	be	benevolent.	He	expects	to	be	able	to	upload	his



consciousness	into	a	computer	and	live	immortally	in	the	Internet,	in	harmony
with	machines.	Of	course,	anyone	who	has	spent	time	with	a	three-year-old
understands	that	our	creations	often	don’t	go	as	planned,	as	trips	to	the	mall
often	end	in	fierce	tantrums	and	the	attempted	destruction	of	entire	shopping
aisles.	Who	knows	what	would	happen	with	a	tantrum-throwing	superagent	in
control	of	air-traffic	systems;	just	the	idea	of	such	sentient	technology	may
give	you	the	creeps.

The	threat	of	self-aware	and	all-powerful	computers	may	seem	to	be	a
problem	of	the	future,	but	people	have	long	been	confronted	with	lifelike
machines—and	worried	about	whether	they	belonged	in	the	mind	club.	From
1770	to	the	mid-1800s,	an	automaton	known	as	the	Turk	toured	Europe	and
the	Americas,	beating	the	best	minds	of	the	time	(including	Ben	Franklin)	at
chess,	before	it	was	revealed	that	the	machine	was	in	fact	being	controlled	by
a	human	chess	master	hidden	inside.

Figure	12:	The	Mechanical	Turk
An	early	machine	cryptomind.



In	another	purported	case	the	famous	philosopher	René	Descartes,
distraught	at	the	loss	of	his	daughter,	made	a	mechanical	version	of	her,
complete	with	arm	and	head	motions,	and	took	her	on	a	long	sea	voyage.21
Although	she	was	stored	in	a	crate	belowdecks,	one	of	the	deckhands
discovered	her	and	quickly	told	others	about	this	strange	humanlike	robot.
The	superstitious	crew	was	so	put	off	by	her	eerie	appearance	and	jerky
motions	that	they	threw	her	overboard	into	the	ocean,	leaving	Descartes	to
cope	with	his	daughter’s	loss	a	second	time.

Today	we	seem	to	have	come	a	long	way	from	the	Frankenstein-like
scenario	of	pitchfork-wielding	townspeople	burning	the	new	and	different.
People	don’t	seem	to	mind	when	robots	clean	their	floors,	build	their	cars,
administer	their	medication,	or	perform	their	surgery.22	These	examples,
however,	are	all	agency-related	examples	of	thinking	and	doing;	there	seems
to	be	something	very	different	about	a	robot	that	can	sense	and	feel.	In	robots
we	seem	to	be	hesitant	to	combine	agency	with	experience,	to	make	a	human
machine.

Could	a	robot	ever	be	human?	From	one	perspective	humans	are	simply	a
sophisticated	collection	of	on/off	switches	(i.e.,	neurons),	and	it	should
theoretically	be	possible	to	mimic	our	minds	with	silicon	transistors	instead	of
fleshy	cells.	In	practice	the	sheer	complexity	of	our	brains	makes	it	extremely
difficult	to	duplicate	them,	but	scientists	suggest	that	nothing	in	principle
separates	us	from	robots.23	Intuitively	this	argument	may	seem	hard	to	accept
because	of	an	apparent	sharp	line	between	us	(humans)	and	them	(robots).
Call	it	whatever	you	like—a	soul,	an	essence,	or	just	“humanity”—but	it
seems	impossible	to	create	a	fully	human	machine.	Corporations	may	be	able
to	mass-produce	circuit	boards,	but	how	could	they	mass-produce	a	soul?	We
will	investigate	the	concept	of	the	soul	more	deeply	in	chapter	8	on	the	dead,
but	suffice	it	to	say	souls	are	difficult	to	detect.

The	real	question	for	the	mind	club	is	whether	a	sufficiently	sophisticated
robot—one	that	looks	and	acts	human—is	at	least	close	enough	to	human.
Imagine	you	are	at	a	dinner	party,	seated	next	to	a	middle-aged	novelist	who
is	telling	you	about	his	latest	book.	It’s	historical	fiction,	focusing	on	one
family’s	struggle	in	Depression-era	America	as	a	metaphor	for	the	struggles
of	modern	adulthood.	He	says	it	will	win	a	Pulitzer	if	the	committee	has	any
sense.	You’re	just	about	to	politely	reply	that	it	sounds	fascinating	when	you
notice	something	that	actually	is	fascinating—a	collection	of	LEDs	flashing
from	his	scalp.	When	you	ask	him	what	they	are,	he	responds	by	pushing	a



button	next	to	his	ear,	revealing	the	mass	of	circuit	boards	in	his	head.	Then
he	asks	if	you’re	single	and	if	you	want	to	go	home	with	him	after	dinner.

He	may	be	pedantic	and	narcissistic,	but	is	he	human?	Alan	Turing	would
say	yes.	As	we	mentioned	in	chapter	1,	Alan	Turing	was	a	famous
mathematician	who	not	only	helped	British	intelligence	crack	Nazi	codes	in
World	War	II	but	also	developed	a	test	for	a	kind	of	humanness.24	Turing
thought	that	the	best	test	of	human	intelligence	was	whether	something	could
converse	just	like	a	person.	In	this	case	he	would	suggest	that	our	novelist
friend,	if	not	human,	at	least	had	a	human	mind.	The	Turing	test	is	called	a
functional	test	of	humanness,	saying	that	“a	human	is	as	human	does.”
Research	by	philosophers	suggests	that	people	do	sometimes	use	functionalist
concerns	when	perceiving	mind,25	believing	that	if	something	talks	like	a
human,	then	it	is	a	human.

The	Turing	test	has	so	powerfully	captured	the	imaginations	of	computer
scientists	that	they	conduct	a	competition	every	year	in	which	programmers
try	to	fool	humans	with	their	computer	creations.	The	competition	is	actually
called	the	Loebner	Prize	in	honor	of	Hugh	Loebner,	who	in	1990	agreed	to
provide	the	funding	for	an	annual	prize	of	$100,000	and	a	gold	medal,	both
awarded	to	the	researcher	who	makes	the	most	human-minded	computer.	For
an	interactive	demonstration	of	these	humanlike	computer	programs,	check
out	the	chatbots	Cleverbot	and	Jabberwacky	(the	recipient	of	abuse	we	met
earlier	in	the	chapter).	A	few	seconds	of	conversation	reveals	that	these
programs	have	a	way	to	go	before	becoming	convincing,	but	the	task	of
writing	them	is	very	hard.	Not	only	do	computers	have	to	be	sophisticated	at
language,	but	they	also	have	to	have	enough	shared	knowledge	of	culture,
including	literature,	movies,	history,	and	current	events.

Of	course,	even	the	requirement	of	cultural	knowledge	is	not
insurmountable,	as	demonstrated	by	Watson,	a	computer	programmed	by
IBM	that	played	a	three-day	Jeopardy	tournament	against	Brad	Rutter	and
Ken	Jennings.	Jennings	is	the	winningest	human	in	the	game	show’s	history,
having	won	seventy-four	games	in	a	row,	but	in	a	stunning	demonstration	of
machine	prowess	Watson	crushed	both	him	and	Rutter.	After	the	three	days
the	tally	was	Rutter	with	$21,600,	Jennings	with	$24,000,	and	Watson	with
$77,147.	Jennings	appeared	to	embrace	the	power	of	computers	and	his	new
irrelevance,	writing	“I,	for	one,	welcome	our	new	computer	overlords”	as	one
of	his	final	Jeopardy	responses.	A	similar	fate	befell	chess	grandmaster	Garry
Kasparov	in	a	1997	tournament	when	he	lost	at	the	“hands”	of	IBM’s	Deep
Blue.*	The	scope	of	computers	appears	to	be	ever	expanding,	but	they	still
cannot	beat	the	Turing	test—at	least	not	yet.



Passing	the	Turing	test	may	be	difficult	when	we’re	actively	evaluating
entities	for	machineness,	but	we	seldom	do	this	in	real	life.	If	you	were	to	say,
“That	cashier	seemed	nice	enough,	but	I	just	can’t	shake	the	feeling	that	she’s
a	robot,”	your	friends	would	think	you	were	paranoid.	We	generally	go
through	life	thinking	that	others	are	members	of	the	mind	club,	and	it’s	only
extreme	events—like	seeing	a	head	full	of	circuit	boards—that	make	us	revise
that	assumption.	This	means	that	the	task	of	machines	is	made	even	easier	by
the	presence	of	social	schemas,	which	we	introduced	earlier	in	our	discussion
of	why	we	are	polite	to	computers.	These	schemas	set	clear	scripts	about	how
interactions	should	go,	and	as	long	as	they	are	followed,	you	would	never
think	about	evaluating	someone	else	for	humanness.

Consider	the	very	clear	script	of	drive-through	fast	food—it’s	a	safe	bet
that	the	order	could	be	taken	by	a	machine	in	99	percent	of	cases.	Or	consider
the	robot	psychotherapist	Eliza,	programmed	between	1964	and	1966.26	As
therapists	usually	let	their	clients	talk—and	ask	only	enough	questions	to	keep
them	talking—people	could	speak	to	Eliza	for	some	time	before	realizing
“she”	wasn’t	human.	You	could	probably	put	your	mother	on	the	phone	with
Eliza	and	be	just	fine.	“How	does	that	make	you	feel?	Uh-huh.	Oh,	right.
That’s	terrible.	And	how	do	you	feel	about	that?”	Of	course,	it	gets	tougher	in
the	fullness	of	human	interaction,	but	there	are	many	scripts,	including	ones
for	interviewing,	arguing,	and	even	dating.

Take	the	example	of	Robert	Epstein,	who	in	2006	thought	that	he’d	try
online	dating.	This	was	before	it	was	popular	and	before	users	had	complex
profiles	and	pictures	galore.	Early	adopters	would	put	up	a	simple	profile	of
mostly	text	and	then	e-mail	each	other	back	and	forth.	On	one	Web	site,
Epstein	met	a	Russian	girl	named	Svetlana.	Over	the	course	of	a	few	months
they	discussed	their	feelings,	their	romantic	hopes,	and	their	future	together.
From	the	start	Epstein	was	enamored	with	Svetlana,	but	over	time	he	became
suspicious—she	rarely	spoke	about	her	life	in	Russia,	instead	just	asking	him
questions	and	writing	generic	romantic	sentiments.	When	he	did	a	more
rigorous	Turing-style	test	to	ferret	out	her	humanness,	Svetlana	failed.	He	had
been	falling	in	love	with	a	bot.27

Of	course,	you	might	think	that	even	if	Svetlana	had	completely
succeeded,	there	was	still	the	matter	of	meeting	up	in	person.	If	Epstein	had
flown	to	Russia	for	a	surprise	visit,	he	wouldn’t	have	seen	a	tall,	blond	Slavic
woman,	but	instead	a	grungy	gray	box	and	an	old	CRT	monitor.	How	close
are	we	to	making	a	human-looking	robot?	Closer	than	you	think,	but	before
we	get	there,	we	first	have	to	overcome	one	mountain—or	valley.



Animated	movies	have	been	around	for	a	century,	but	animation	has	come
a	long	way	from	Steamboat	Willie,	the	first	Mickey	Mouse	film,	released	in
1928.	For	one	thing,	films	today	feature	not	only	color	but	also	3-D	animation
and	computer-generated	effects.	With	the	latest	in	technology,	programmers
can	make	animated	characters	look	almost	fully	human.	“Almost”	is	an
important	qualifier.	Human	is	great,	but	almost	human	is	not.	When	Warner
Bros.	released	The	Polar	Express—a	Christmas	feature	with	an	almost-human
animated	Tom	Hanks—people	were	unnerved	and	the	movie	flopped.	The
animated	Tom	Hanks	was	certainly	based	on	the	actor,	and	it	had	the	voice	of
the	actor,	but	its	skin	was	a	little	too	gray,	its	lips	not	quite	expressive.	It	was
creepy.

Figure	13:	The	Uncanny	Valley
The	least	liked	items	are	those	that	are	similar	to	human,	while	maintaining	an	eerie	nonhumanness.

M.	MORI,	K.	F.	MACDORMAN,	AND	N.	KAGEKI,	“THE	UNCANNY	VALLEY”	(FROM	THE
FIELD),	ROBOTICS	AND	AUTOMATION	MAGAZINE,	IEEE	19	(2012),	98–100.	REPRINTED	WITH
PERMISSION.

More	technically,	the	appearance	of	Hank’s	character	fell	into	the	uncanny
valley,	the	no-man’s-land	between	human	and	nonhuman.	The	uncanny	valley
was	first	charted	in	1970	by	Masahiro	Mori,	a	Japanese	robotics	engineer	who
was	interested	in	the	appearance	of	robots.28	He	predicted	that	people	would
like	robots	when	they	looked	more	lifelike,	but	at	some	point	they	would



become	too	lifelike	and	people	would	stop	liking	them.	He	also	predicted	that
once	they	looked	completely	human,	people	would	start	liking	them	again.	It
is	this	dip	in	liking	that	he	labeled	the	uncanny	valley—when	something	is
almost	but	not	quite	human.

Since	Mori	proposed	the	uncanny	valley,	multiple	studies	have	confirmed
its	existence.	People	enjoy	both	cute	robot	faces	and	real	human	faces,	but
when	the	two	are	fused	together	to	make	an	intermediate	human/robot	face,
liking	drops	steeply.29	Monkeys	also	detect	the	uncanny	valley,	as	they	prefer
real	monkey	faces	and	highly	caricatured	monkey	faces	more	than
intermediate	real/not-real	monkey	faces.30	Of	course,	monkeys	can’t	tell	you
why	they	don’t	like	these	hybrid	faces,	but	many	researchers	have	ideas	about
why	the	uncanny	valley	occurs.

One	idea	behind	the	uncanny	valley	is	that	people	like	clear	lines	between
any	two	categories,	including	human	and	robot.	In	this	view,	a	humanlike
robot	is	unnerving	because	we	don’t	know	whether	to	call	it	human	and	ask
for	a	hug	or	call	it	robot	and	ask	it	to	crush	a	soda	can	in	its	metallic	grip.31	If
this	is	true,	then	blurring	any	category	lines	should	be	unsettling,	even
mundane	categories	such	as	types	of	snack	foods.	However,	people	happily
purchase	Pretzel	Crisps	(a	combination	of	pretzels	and	chips),	suggesting	that
there	is	something	special	about	the	categories	of	“living”	and	“nonliving.”32



Figure	14:	An	Almost-Human	Robot
A	designer	at	Human	Emulation	Robotics	applies	lipstick	to	a	mechanical	female.	Such	robots	are
creepy	because	of	misplaced	perceptions	of	experience.

Why	is	the	living/nonliving	category	boundary	so	unique?	One	possibility
is	that	evolution	has	endowed	us	with	clear	expectations	of	what	living	things
should	look	like,	and	the	gray	skin	and	dead	eyes	of	almost-humans	conflict
with	these	expectations.	For	example,	we	generally	expect	living	creatures	to
have	faces,	which	is	why	the	star-nosed	mole—which	lacks	conventional
facial	features—is	so	unsettling.	(See	figure	15.)

In	a	milder	form,	expectations	about	living	entities	may	underlie	the
feelings	we	get	when	we	meet	someone	with	an	extra	finger	or	with	a	bizarre
double	joint.	Although	people	who	can	touch	their	ear	to	their	tailbone	are
unsettling,	the	uncanniness	of	humanlike	robots	is	even	deeper;	it	extends
beyond	specific	features	to	the	central	question	of	whether	machines	are
living	or	not.*33	Because	of	the	tight	link	between	being	alive	and	having	a
mind,	we	wondered	if	the	uncanniness	of	humanlike	robots	revolved	around
mind	perception.



Figure	15:	The	Star-Nosed	Mole
When	something	violates	our	fundamental	expectations	(i.e.,	animals	should	have	faces),	the	result	is
unsettling.

Specifically,	we	predicted	that	humanoid	robots	are	unnerving	because
their	humanlike	appearance	implies	a	humanlike	mind,	which	people	are
unwilling	to	give	them.	Although	we	are	happy	to	see	mind	in	animals	that
look	and	act	human,	the	presence	of	a	mind	in	an	otherwise	inanimate	object
may	be	an	unsettling	mismatch,	like	a	toddler	smoking.	But	what	kind	of
mind	is	unsettling	in	robots—agency	or	experience?	The	mind	survey
provides	a	hint.	Human	minds	are	perceived	to	possess	both	agency	and
experience,	but	robots	are	typically	ascribed	only	agency,	suggesting	that
experience	is	off-limits	to	robots.

Except	for	evil,	world-dominating	science-fiction	robots,	people	accept
the	idea	of	agentic	robots	that	make	cars,	clean	houses,	control	traffic	lights,
and	predict	economic	turmoil.	In	contrast,	it’s	hard	to	imagine	robots	feeling
anything.	It’s	not	for	nothing	that	we	use	the	word	“robotic”	to	refer	to
someone	who	goes	through	life	without	feeling	much.	This	reasoning	implies
that	humanoid	robots	are	unsettling	when	their	appearance	leads	us	to	infer
the	capacity	for	experience.	Feeling	is	for	the	living	only;	robots	need	not
apply.	We	will	happily	admit	humans	and	animals	to	the	experience	section	of
the	mind	club,	but	machines	can	join	only	the	agency	section.

To	examine	the	role	of	experience	in	creating	the	uncanny	valley,	we	had
participants	view	one	of	two	videos	of	a	humanoid	robot.	One	video	was



filmed	from	behind	the	robot,	so	that	only	wires	and	circuit	boards	were
visible.	The	second	was	filmed	from	the	front,	showing	the	robot’s	human
face.	Participants	then	rated	their	feeling	of	uncanniness	and	the	robot’s
ability	to	think	and	act	(i.e.,	agency)	and	sense	and	feel	(i.e.,	experience).	As
predicted,	the	humanlike	robot	was	more	disturbing,	and	this	effect	was
explained	by	the	fact	that	people	saw	it	as	more	capable	of	experience.34	It
seems	that	eyes	and	mouth	conveyed	an	inappropriately	elevated	capacity	for
experience.35

If	perceptions	of	experience	are	the	driving	force	behind	the	uncanny
valley,	then	robots	with	the	capacity	to	feel	should	be	unsettling	even	without
a	human	face.	We	tested	and	confirmed	this	prediction	experimentally,
revealing	that	people	were	unnerved	by	even	the	idea	of	a	feeling	machine.36
In	a	related	study,	philosophers	Justin	Sytsma	and	Edouard	Machery	asked
people	whether	a	robot	could	sense	a	variety	of	smells.37	People	had	no
problem	saying	that	a	machine	could	sense	the	chemical	isoamyl	acetate,	but
they	were	hesitant	to	give	the	robot	the	ability	to	smell	bananas	or	vomit
because	these	are	inherently	emotional	smells.

Figure	16:	The	Experience	Gap
More	accurately,	the	uncanny	valley	should	be	called	an	“experience	gap”—people	find	creepy	both
machines	with	experience	and	humans	without	experience.



These	studies	suggest	that	we	are	happy	to	have	a	robot	work	in	our
factories,	as	long	as	it	doesn’t	fall	in	love	with	our	daughter.	If	experience	is
completely	off-limits	to	machines,	it	also	suggests	a	different	understanding
of	the	uncanny	valley	from	the	figure	first	drawn	by	Mori.	In	that	original
figure,	sufficiently	humanlike	robots	rose	out	of	the	uncanny	valley	to	again
become	liked.	However,	if	we	fundamentally	expect	robots	to	lack	experience
—regardless	of	their	appearance—then	even	fully	human-looking	robots
should	be	seen	as	unsettling	if	they	convey	emotions.	Instead	of	an	uncanny
valley,	this	would	suggest	an	“experience	gap,”38	which	can	never	be
overcome	as	long	as	you	are	still	classified	as	a	machine.

Of	course,	as	with	any	scientific	rule,	there	often	seem	to	be
counterexamples,	and	people	frequently	mention	Data	from	Star	Trek:	The
Next	Generation	and	Scarlett	Johansson’s	character	from	the	movie	Her,	as
both	seem	to	be	machines	with	full	experience.	In	fact,	neither	of	these	cases
refutes	the	experience	gap	because	they	are	not	fully	human	robots	but	instead
fully	human	humans.	Data	is	actually	Brent	Spiner	with	lots	of	makeup,	and
we	have	to	consciously	remind	ourselves	that	the	character	is	a	robot.	As	for
Her,	audiences	are	willing	to	empathize	with	a	man	who	falls	in	love	with	an
operating	system,	but	likely	only	because	the	operating	system	has	the	voice
of	Scarlett	Johansson,	an	actress	renowned	for	her	sensuality.	If	the	operating
system	were	voiced	by	the	robotic	voice	of	Siri	or	even	the	human	voice	of
Judi	Dench,	it	wouldn’t	have	worked.	In	fact,	the	movie	was	originally	shot
with	Samantha	Morton	as	the	voice	of	the	operating	system,	before	director
Spike	Jonze	replaced	her	with	the	high-experience	Johansson.

Just	as	robots	with	experience	are	unnerving,	the	experience	gap	explains
why	humans	without	experience	are	disturbing.	When	you	look	into	the	eyes
of	a	psychopath	and	see	nothing	but	cold	calculation,	it’s	hard	to	suppress	the
shiver	up	your	spine.	Even	more	unnerving	than	the	unfeeling	stare	of	a	killer
is	a	complete	lack	of	conscious	experience—a	person	with	no	inner	life	at	all,
no	sensations	or	feelings.	We	have	encountered	these	people	elsewhere—they
are	the	zombies39	that	we	accused	your	mother	of	being	in	chapter	1,	and	our
experiments	reveal	that	people	find	the	very	idea	of	such	human	zombies	just
as	unsettling	as	humanlike	robots.40

The	experience	gap	touches	on	a	deep	question	about	what	dimension	of
mind	perception	is	essential	to	our	understanding	of	humanity.	Through
Hamlet,	Shakespeare	suggested	that	the	essence	of	humanity	was	agency,	the
capacity	to	think,	reason,	and	do:



What	a	piece	of	work	is	a	man!	How	noble	in	reason,	how	infinite
in	faculty!	In	form	and	moving	how	express	and	admirable!	In	action
how	like	an	Angel!	In	apprehension	how	like	a	god!41

Conversely,	George	Orwell	believed	that	the	essence	of	humanity	was
experience,	the	capacity	to	feel	and	suffer:

The	essence	of	being	human	is	that	one	does	not	seek	perfection,
that	one	is	sometimes	willing	to	commit	sins	for	the	sake	of
loyalty	.	.	.	and	that	one	is	prepared	in	the	end	to	be	defeated	and
broken	up	by	life,	which	is	the	inevitable	price	of	fastening	one’s	love
upon	other	human	individuals.42

The	experience	gap	suggests	that	Orwell	was	right,	such	that	people
fundamentally	expect	other	people	to	have	experience	and	fundamentally
expect	machines	to	lack	experience.43

There	is	a	sneaky	way	to	bridge	the	experience	gap,	however.	The	trick	is
to	design	machines	that	look	less	human	but	act	so	human	that	we	never
pause	to	consider	whether	they	are	robots.	No	one	is	better	at	making	robot
experience	seem	natural	than	Rodney	Brooks,	Cynthia	Breazeal,	and	the	other
creative	computer	scientists	of	the	MIT	Media	Lab.



Figure	17:	Kismet
The	robot	Kismet,	now	on	display	at	the	MIT	Museum	in	Cambridge,	MA.

Unlike	many	other	roboticists,	the	folks	at	MIT	didn’t	strive	to	create	a
robot	that	looked	like	a	human	adult	or	could	converse	like	a	human	adult.



Instead	they	sought	to	make	a	robot—which	they	named	“Kismet”—with	the
emotional	capacity	of	a	young	child,	focusing	on	three	specific	goals.44	First,
they	wanted	their	robot	to	look	like	a	mind,	with	sensors	and	effectors—those
cues	to	mind	perception	we	saw	in	chapter	2	on	animals.	This	didn’t	mean
giving	the	robot	an	accurate	(and	creepy)	human	face	but	instead	giving	it	an
exaggerated	human	face	that	emphasizes	key	expressive	features	such	as	eyes,
lips,	and	ears.45	Second,	they	wanted	their	robot	to	express	its	mind,
dynamically	coordinating	its	facial	features	to	convey	feelings	of	happiness
(widening	eyes,	smiling),	sadness	(drooping	ears	and	eyes),	and	many	other
experience-related	states.	Third,	they	wanted	their	robot	to	perceive	mind,
understand	the	mental	states	of	its	partners,	and	respond	accordingly.	This	is
the	most	complicated	element	of	these	impressive	robots	and	leaps	the	gap
from	preprogrammed	movements	to	genuine	conversations	between	you	and
the	robot.

Beyond	all	the	papers,	patents,	and	technological	advances	achieved	by
the	MIT	team,	perhaps	the	best	indicator	of	their	success	is	the	fact	that
people	felt	emotions	right	along	with	the	robot:	when	Kismet	got	happy	or
sad,	so	too	did	people	interacting	with	it.*	People	were	so	emotionally
engaged	that	they	never	stopped	to	think	whether	Kismet	actually	had
emotions,	suggesting	that—out	of	all	robots—this	sociable	robot	comes	the
closest	to	passing	the	Turing	test.	Of	course,	people	can	tell	that	it	is	a	robot,
but	they	treat	it	like	a	human	child,	and	actions	speak	louder	than	words.
Kismet	and	other	sociable	robots	seem	to	have	crossed	the	robot	Rubicon	and
are	ascribed	not	only	agency	but	also	experience.	Treating	robots	as
vulnerable	feelers	raises	the	question	of	whether	they	are	true	moral	patients
—do	robots	deserve	moral	rights?

Many	of	us	have	given	money	to	the	SPCA—the	Society	for	the
Prevention	of	Cruelty	to	Animals—but	have	you	ever	given	money	to	the
SPCR?	Founded	in	1999,	the	mission	of	the	Society	for	the	Prevention	of
Cruelty	to	Robots	is	to	“raise	the	awareness	of	the	general	public	about	some
of	the	ethical	and	moral	issues	surrounding	created	intelligence.”	Moral	rights
for	robots?	Are	they	serious?	Their	answer:	“The	SPCR	is,	and	will	continue
to	be,	exactly	as	serious	as	robots	are	sentient.”	In	other	words,	when	robots
come	to	have	their	own	minds,	the	SPCR	will	seek	to	grant	those	minds	moral
rights.	This	whole	idea	may	sound	preposterous,	but	not	too	long	ago	people
would	have	thought	the	mission	of	the	SPCA	to	be	equally	preposterous,	as
we	saw	in	chapter	2	with	the	“recreation”	of	bearbaiting.

It	is	actually	not	hard	to	empathize	with	robots—all	one	needs	are
external	cues	of	suffering.	In	one	thought-provoking	short	story,	Terrel



Miedaner	describes	a	man	who	tries	to	destroy	a	robot	with	a	hammer.46	The
robot	runs	away	and	tries	to	hide,	and	when	the	man	eventually	connects	with
the	hammer,	the	robot	flips	over,	“whimpers,”	and	“bleeds”	red	lubricating
fluid.	The	man	knows	that	it’s	“just	a	robot,”	but	the	final	blow	still	feels	like
murder.	This	is	the	crux	of	the	mystery	surrounding	the	mind	club:	even
though	we	consciously	“know”	an	entity	lacks	experience,	external	cues—and
the	ultimate	uncertainty—makes	us	question	ourselves.

Bringing	this	idea	into	the	lab,	Christoph	Bartneck,	a	roboticist	in	New
Zealand,	asked	subjects	to	turn	off—to	“kill”—a	robot.	As	people	approached
it,	the	robot	began	to	plead	for	its	life,	and	although	they	knew	that	it	was	just
programmed	to	beg,	still	they	hesitated.	One	woman	had	to	steel	herself	to	do
the	dirty	deed,	repeating,	“I	will	switch	you	off.	I	will	switch	you	off.”	Even
then	she	balked	when	the	robot	said,	“Please.	You	can	decide	to	keep	me
switched	on.	Please.”47

Likewise,	it	isn’t	easy	for	the	comrades	of	military	robots	to	let	them	go.
You	might	expect	soldiers	to	treat	combat	robots	as	“just	machines,”	but	the
behavior	of	marines	on	duty	in	Iraq	suggests	otherwise.	When	their
MARCbot—a	robot	designed	to	find	and	detonate	explosives—was
destroyed,	the	soldiers	gave	it	a	full	funeral,	complete	with	a	twenty-one-gun
salute.48	Just	like	the	military	dogs	we	encountered	in	the	last	chapter,	people
seem	to	give	mind	to	machines	that	do	heroic	deeds,	even	if	the	machines
themselves	aren’t	aware	of	their	heroism.

Questions	of	robot	moral	patiency	are	mirrored	by	questions	of	robot
moral	agency.	Robots	may	be	perceived	as	thinking	doers,	but	is	that
sufficient	for	earning	moral	responsibility?	What	do	we	do	when	a	robot	kills
a	person?	This	question	is	sharpest	when	it	concerns	drones,	those	sky-
patrolling	machines	armed	with	missiles.	Currently	drones	are	fully	controlled
via	satellite	by	a	pilot,	so	when	they	kill	civilians,	we	can	blame	the	human
mind	who	pulled	the	trigger.	But	what	happens	when	the	robot	comes	to
possess	enough	agency	to	be	self-directed?	Perhaps	we	could	just	get	rid	of
bad	robots,	euthanizing	them	as	we	do	bad	dogs.	Eventually	we	might	ponder
robot	prisons	in	which	they	sit	in	a	cell	for	dozens—or	hundreds—of	years
and	think	about	their	actions.

Rather	than	focus	on	robot	retribution,	people	have	mostly	thought	about
how	to	make	machines	moral	in	the	first	place.	Most	famously,	Isaac
Asimov49	imagined	three	rules	of	robots,	which	futuristic	robots	would	be
compelled	to	follow.	The	first	was	to	never	harm	humans	(or	through	inaction
allow	a	human	to	come	to	harm).	The	second	was	to	always	obey	humans.



The	third	was	to	try	to	protect	itself.	These	three	laws	were	not	equal,
however,	as	earlier	laws	always	took	precedent	over	later	laws.	This	means
that	a	robot	told	to	kill	someone	for	you	wouldn’t	obey,	unlike	a	robot	told	to
destroy	itself.

Although	these	three	laws	facilitate	great	stories,	they	are	impractical.	For
example,	what	constitutes	harm?	If	a	robot	comes	across	a	homeless	person,
is	it	compelled	to	whisk	him	away	to	a	shelter?	Even	if	that	person	doesn’t
want	to	be	whisked	away?	Similarly,	what	happens	if	the	robot	is	faced	with	a
choice	between	two	different	harmful	actions,	like	killing	one	person	(e.g.,	a
terrorist)	to	save	the	life	of	someone	else?	How	could	a	machine	decide	what
to	do	here	when	people	can’t	even	agree	on	the	moral	appropriateness	of	such
an	action?	Just	like	human	morality,	machine	morality	will	invariably	be
messy.

Whether	machines	will	ever	truly	be	moral,	or	conscious,	or	human,	is
unknown;	but	people	certainly	see	them	as	having	minds.	These	perceptions
come	not	only	from	the	cues	we	explored	in	chapter	2	on	animals—eyes	and
expressions—but	also	from	our	own	motivations	of	loneliness	and	social
connection.	This	chapter	revealed	that	membership	in	the	mind	club	depends
just	as	much	on	the	mental	states	of	the	perceiver	as	on	those	of	the	perceived.

Nevertheless,	machines	are	becoming	more	and	more	sophisticated.	They
are	already	seen	as	capable	thinking	doers	and	may	soon	also	be	seen	as
vulnerable	feelers,	allowing	them	to	break	out	of	the	agency-only	half	of	the
mind	club.	When	machines	are	ascribed	both	agency	and	experience,	they
will—from	the	perspective	of	mind	perception—be	human.	One
Thanksgiving	in	the	future,	you	may	find	your	son	bringing	home	his
girlfriend	from	college.	When	you	put	down	a	plate	of	turkey	in	front	of	her,
she	politely	demurs:

“Sorry,	I	don’t	eat	turkey.”

“Vegetarian?”	you	ask,	slightly	annoyed.

“No,”	she	says.	“Robot.	I	eat	only	lithium	hydride.”

You	sigh	but	say	nothing—your	son	looks	so	in	love.	And	she	appears	to
love	him	too,	so	much	so	that	years	later	she	can’t	help	but	cry	when	they
exchange	wedding	vows.

Crying	and	tenderness	may	seem	out	of	place	in	a	robot,	but	they	are	what
primarily	characterizes	our	next	cryptomind:	the	patient.
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Chapter	4

THE	PATIENT
man	is	sleeping	soundly	in	bed	when	someone	creeps	in	and	cuts	off	his

penis.	Fleeing	the	scene,	the	cutter	tosses	the	member	into	a	dark	field.	Is	the
perpetrator	criminally	guilty?	Your	first	impulse	is	likely	“Absolutely!”
because	cutting	off	someone’s	manhood	seems	cruel	and	unusual,	the	kind	of
punishment	banned	by	the	Geneva	Conventions.	However,	a	jury	found	the
perpetrator	not	guilty.	To	understand	why	requires	context.

As	you	may	have	guessed,	the	cutter	is	Lorena	Bobbitt	and	the	cuttee
none	other	than	her	then-husband,	John	Bobbitt.	Lorena	and	John	had	a	rocky
marriage,	and	reports	suggest	that	John	had	long	physically,	emotionally,	and
sexually	abused	his	wife.1	On	the	night	of	the	incident,	John	allegedly	raped
Lorena—not	for	the	first	time—and	then	fell	asleep.	Sometime	later	Lorena
went	to	the	kitchen	for	a	glass	of	water	and	found	herself	picking	up	a	knife.
Feeling	terrified	and	trapped	by	the	endless	violence,	she	returned	to	the
bedroom,	did	the	deed,	and	then	fled,	throwing	the	penis	out	the	car	window
as	she	drove	away.	Realizing	the	severity	of	her	actions,	she	called	9-1-1	and
a	police	search	team	soon	located	the	missing	member.	After	nine	hours	of
surgery,	John	Bobbitt	and	his	penis	were	reunited.

John	seemed	to	fully	recover,	starring	in	the	adult	films	John	Wayne
Bobbitt	Uncut	and	Frankenpenis,	forming	a	band	called	the	Severed	Parts,
and	making	an	appearance	on	wrestling’s	Monday	Night	Raw.	He	also	went
on	to	abuse	his	next	wife	and	to	face	charges	of	grand	larceny	in	Nevada	for
stealing	more	than	$140,000	worth	of	clothing.	Lorena	became	a	hairdresser
and	founded	“Lorena’s	Red	Wagon,”	a	nonprofit	organization	dedicated	to
raising	awareness	about	domestic	violence.

The	key	question	in	Lorena’s	trial	was,	who	was	the	victim?	In	most
crimes	the	identities	of	agent	and	patient	are	straightforward—there	is	a	clear
perpetrator	and	a	clear	victim—but	was	Lorena	the	victim	or	the	aggressor?
Lorena	did	cut	off	John’s	penis,	but	she	also	suffered	from	his	abuse.	The	jury
decided	that	Lorena	was	not	guilty,	seeing	her	more	as	a	vulnerable	victim
than	as	a	calculating	agent.

The	case	of	Lorena	and	John	Bobbitt	suggests	an	important	tension
between	seeing	minds	as	feelers	and	seeing	them	as	doers.	So	far	we’ve	often
discussed	the	mind	club	as	if	one	were	all	“in”	or	all	“out,”	but	our	journey
through	animals	and	robots	suggests	that	there	are	really	two	different	mind



clubs.	Mirroring	the	fault	line	we	revealed	in	chapter	1,	there	seems	to	be	one
club	for	thinking	doers	and	another	for	vulnerable	feelers.

Although	adult	humans	might	technically	be	members	of	both	clubs,
others	tend	to	belong	mostly	to	one	or	the	other.	Just	as	governments	want
dual	citizens	to	pick	only	one	country	to	pledge	their	fealty	to,	people	are
often	perceived	to	be	either	thinking	doers	or	vulnerable	feelers.	We	want	to
think	of	Lorena	as	either	the	calculating	shrew	or	the	battered	wife	and—to
complement	her—of	John	as	either	the	aggrieved	amputee	or	the	callous
husband.	This	important	tension	will	resurface	later	in	this	chapter	on	the
patient,	but	first	we	must	define	this	term.

The	word	“patient”	usually	brings	to	mind	a	medical	context,	in	which
patients	are	the	center	of	a	swirling	galaxy	of	doctors,	nurses,	procedures,	and
diagnoses.	More	personally	the	word	may	evoke	memories	of	trying	to
maintain	your	dignity	while	being	poked	and	prodded	in	a	gown	designed	to
show	the	world	your	behind.	But	being	a	patient—or	having	patiency—is
broader	than	just	medicine.	Patients	are	perceived	to	have	experience	and	to
be	sensitive	and	susceptible	to	the	actions	of	others.	Whereas	agents	are	the
thinking	doers	of	the	world,	patients	are	the	vulnerable	feelers.	Of	course,
medical	patients	are	also	patients	in	this	broader	sense,	but	when	we	use	the
word	“patient”	we	mean	those	entities	at	the	top	(and	especially	the	top	left)
of	the	mind	survey—people,	children,	and	puppies.

Although	patients	are	vulnerable	to	both	good	and	evil—to	receiving	both
help	and	harm—we	are	usually	more	concerned	with	the	darker	side	of
patiency.	We	wonder	how	much	someone	(or	something)	suffers,	how	to
alleviate	this	distress,	and	whether	victimization	causes	enduring	damage.
With	patients	the	most	important	questions	concern	pain,	both	its	experience
and	the	right	to	be	protected	from	it.	But	what	exactly	is	pain,	and	how	do	we
know	whether	others	are	feeling	it?

Of	all	human	experiences	there	is	nothing	more	real,	more	present,	and
more	captivating	than	pain.	Whether	caused	by	a	toothache,	a	thrown	back,	or
a	deep	cut,	pain	melts	away	the	outside	world,	filling	your	whole
consciousness	with	its	reality.	Complex	thoughts,	plans,	and	memories	all
vanish	when	you	slam	the	car	door	on	your	hand.2	Even	emotional	pain,
whether	from	a	loved	one’s	death	or	a	sudden	breakup,	demands	all	our
attention.	Agency—the	capacity	for	planning	and	action—may	be	useful	for
the	future,	but	the	experience	of	pain	pushes	aside	everything	else	and	focuses
us	on	the	present.	Planning	for	retirement	may	be	difficult,	but	doing	so	while
standing	in	a	pile	of	razor	blades	is	impossible.



Pain	may	have	overwhelming	psychological	power,	but	its	physical	reality
is	comparatively	insubstantial.	Pain	is	a	mental	construction	based	on	a
handful	of	nerve	signals,	the	same	kind	of	signals	that	let	us	experience	green
or	yellow	or	smell	lavender	or	chocolate.	We	might	imagine	that	when	in	pain
our	cells	secrete	some	terribly	corrosive	brain	chemical,	but	the	intensity	of
our	suffering	stems	only	from	the	microscopic	electrical	pulses	of	neurons.
These	neurons	are	typically	triggered	by	external	tissue	damage,	in	a
biological	pathway	that	starts	at	the	location	of	the	cut,	burn,	or	bruise,	then
proceeds	through	a	neural	“gate”	in	the	spinal	cord	before	arriving	into	the
thalamus,	the	sensory	hub	of	the	brain.3

Despite	this	typical	pathway,	pain	can	be	triggered	by	nothing	at	all,	such
as	in	the	case	of	people	with	neuropathic	pain,	who	live	in	constant	agony	on
account	of	a	few	rogue	neurons.4	Such	constant	pain	is	excruciating,	but	more
deadly	is	the	inability	to	feel	pain	at	all.	Consider	leprosy,	a	disease	that	has
afflicted	humans	since	biblical	times.	Leprosy	causes	numbness	and	an
inability	to	feel	pain,	leaving	individuals	unable	to	realize	that	the	pot	they	are
holding	is	scalding	hot	or	that	they	stepped	on	glass	yesterday	and	their	foot	is
now	severely	infected.	Without	the	crucial	information	provided	by	the
sensation	of	pain,	those	with	leprosy	cannot	protect	themselves	from	injury
and	so	slowly	lose	pieces	of	themselves.5

One	striking	illustration	of	the	fickleness	of	pain	is	phantom	limb	pain.
The	medical	patient	“D.S.”	experienced	constant	throbbing	pain	in	his	left
hand,	but	when	he	went	to	rub	it,	he	ran	into	a	problem:	his	hand	had	been
amputated	years	ago.	There	was	no	doubt	that	his	pain	was	real,	but	without	a
limb	to	treat,	conventional	medicine	was	powerless	to	help.	Recognizing	that
pain—like	minds—hinges	upon	perception,	neuroscientist	V.	S.
Ramachandran	at	the	University	of	California	at	San	Diego	developed	a
perceptual	trick	of	his	own,6	constructing	a	special	box	with	a	mirror	and	two
holes	into	which	patients	placed	each	of	their	arms.	The	mirror	faced	the	still-
present	right	hand,	and	its	reflection	provided	D.S.	with	what	appeared	to	be
an	intact	left	hand,	an	illusion	that	significantly	decreased	his	pain.



Figure	18:	Ramachandran’s	Mirror	Box
When	a	patient	puts	a	healthy	limb	in	the	right	side	of	box,	their	mind	is	tricked	into	perceiving	two
healthy	limbs,	alleviating	phantom	pains.

The	mind’s	power	to	influence	pain	reveals	itself	in	the	placebo	effect,	in
which	mere	expectation	of	pain	reduction	can	decrease	pain	by	up	to	50
percent.7	In	fact,	many	studies	of	popular	drugs—Tylenol	or	paracetamol	for
back	pain8	and	Prozac,	Effexor,	or	Paxil	for	mild	depression9—suggest	that
they	are	no	more	effective	than	the	combination	of	sugar	pills	and
optimism.10	Hopeful	expectations	mean	that	any	treatment	is	bound	to	be
somewhat	effective,	helping	to	explain	the	success	of	alternative	(and	largely
discredited)	treatments	ranging	from	reiki11	to	reflexology.12	Even	urotherapy
—a	fancy	name	for	pee	drinking—has	been	endorsed	by	J.	D.	Salinger,13

Madonna,14	and	Jorge	Posada15	solely	on	the	strength	of	the	placebo	effect.16

The	influence	of	expectations,	however,	can	also	increase	pain	through
the	“nocebo	effect.”	In	one	study	people	felt	real	pain	after	researchers	put
sham	electrodes	onto	their	heads	and	pretended	to	send	electric	current
through	them.17	In	a	more	subtle	demonstration	by	Dutch	researchers	Arnoud
Arntz	and	Lily	Claassens,18	participants	were	instructed	to	touch	a	very	cold
(–25o	C)	metal	probe.	If	you’ve	ever	licked	a	frozen	pole,	you	know	that
extreme	cold	not	only	is	painful	but	also	strangely	feels	like	burning.19	Arntz
and	Claassens	capitalized	on	this	ambiguity,	telling	participants	that	the	metal
was	either	very	hot	or	very	cold.	They	predicted	that	the	identical	“hot”	probe
would	hurt	more	than	the	“cold”	probe	because	people	associate	extreme	heat
with	harm	more	than	they	do	extreme	cold.	These	predictions	were



confirmed,	as	“burning”	hurt	more	than	“freezing,”	again	demonstrating	the
power	of	expectations	to	shape	pain.

Neuroimaging	studies	suggest	that	pain	has	two	distinct	components,	a
sensory	component	and	an	affective	component.	The	sensory	component
represents	actual	tissue	damage	and	the	“burning,”	“cutting,”	and	“throbbing”
aspects	of	pain.20	The	affective	component	of	pain	is	its	felt	badness,	its
aversiveness	or	unpleasantness.	These	two	components	are	usually	related—
burning	sensations	are	seldom	pleasant—but	they	can	be	dissociated.	For
example,	morphine	eliminates	the	aversive	affect	while	keeping	the	sensory
experience.21	In	one	account	of	the	effect	of	morphine,	a	car-accident	victim
calmly	describes	his	experience	of	traumatic	injury	as	“pain	.	.	.	but	not
painful,”22	with	dulled	unpleasantness	but	intact	specific	sensations.

Even	without	drugs,	tissue	damage	may	not	automatically	translate	to
pain.	In	a	classic	account	from	the	Korean	War,	physician	Henry	Beecher
observed	that	grievously	injured	soldiers	often	felt	no	pain—and	refused
morphine—because	of	the	intense	rush	of	battle.	The	disconnect	between
physical	damage	and	mental	discomfort	means	that	other	people’s	pain	is
especially	shrouded	in	mystery.	Pain—like	all	forms	of	experience—is	felt
only	from	the	inside	and	so	is	ultimately	inaccessible	to	others.	Of	course,	that
doesn’t	stop	people	from	trying	to	understand	when	others	might	be	in	pain.

There	are	two	routes	through	which	we	can	understand	the	experience	of
others,	whether	it	involves	pain,	pleasure,	or	the	taste	of	fish.	The	first	route	is
illustrated	by	the	question	“Does	Jennifer	like	pickled	sardines?”	Without
knowing	anything	about	Jennifer,	you’ve	likely	got	an	answer,	and	it’s
probably	the	same	answer	to	whether	you	like	pickled	sardines	(i.e.,	“no”).	To
understand	Jennifer	you	use	simulation,	relying	on	your	own	imagined
experiences	(e.g.,	I	don’t	like	sardines)	as	a	proxy	for	those	of	others	(e.g.,
others	don’t	like	sardines).23

The	second	route	is	illustrated	by	a	slightly	different	question,	“Does	Olga
like	sardines?”	Now	you	might	come	up	with	a	different	answer	(i.e.,	“yes”),
because	the	name	“Olga”	suggests	a	mysterious	foreigner	whose	tastes	might
swing	toward	slimy	fish	pickles.	To	understand	Olga	you	use	theorizing,
which,	unlike	your	imagination,	uses	explicit	theories	about	others’	minds,
such	as	“Russians	like	strange	foods.”

Simulation	is	the	easier	of	the	two	routes,	and	so	we	rely	on	theorizing
only	when	others	are	very	different	from	us	(e.g.,	Russian),	rendering	invalid
our	self-focused	simulations.	Neuroscientists	Anna	Jenkins	and	Jason
Mitchell	demonstrated	this	by	neuroimaging	Harvard	undergrads	who	were



thinking	about	experiences	of	other	students	who	were	either	similar	(urban
liberals)	or	different	(rural	conservatives).

Compared	with	thinking	about	dissimilar	others,	thinking	about	similar
others	activated	brain	regions	linked	to	thinking	about	the	self,	as	simulation
predicts.	This	makes	sense:	if	someone	is	like	you,	your	experiences	are	good
guides	to	theirs	(and	so	you	simulate),	but	if	they	are	not	like	you,	you’re
better	off	relying	on	explicit	reasons	to	explain	their	behavior	(and	so	you
theorize).	One	wrinkle	to	this	distinction	is	that	people	generally	assume	that
others	are	like	them	unless	they	have	good	reason	to	think	otherwise,	which
further	increases	the	scope	and	frequency	of	simulation.24

Not	only	is	simulation	easier	than	forming	explicit	theories,	but	also
people	love	thinking	about	themselves.25	We	all	know	someone	who	is	too
focused	on	their	own	imagined	experiences	to	understand	yours.	You	mention
a	recent	beach	vacation	and	she	immediately	says,	“Sounds	terrible.	I	hate	the
beach—all	that	sand,	those	flies,	and	those	tacky	souvenir	shops.”	Never
mind	that	you	had	a	great	time;	she	just	can’t	separate	her	own	simulation
from	your	experience.	A	more	technical	(or	Greek)	synonym	for	this	self-
centeredness	is	egocentrism,	which	psychological	research	has	long
demonstrated	in	those	most	selfish	of	people—children.

The	classic	demonstration	of	egocentrism	in	children	is	the	“false	belief
task.”26	Imagine	Diane	puts	her	candy	in	her	dresser,	but	while	she	is	at
school	her	dad	moves	it	to	the	kitchen	cupboard.	Where	does	Diane	think	the
candy	is?	If	you	answered,	“The	dresser,”	you	are	correct.	Although	you
know	the	correct	candy	location,	Diane	does	not—you	just	ascribed	to	her	a
false	belief.	If	you	answered,	“The	cupboard,”	you	are	wrong.	You	either	have
severe	brain	damage	or	are	three	years	old,	but	in	either	case	we’re	impressed
that	you’ve	read	this	far!	Children	typically	give	this	incorrect	answer	because
they	can’t	distinguish	their	own	correct	beliefs	from	Diane’s	false	beliefs.
Children	are	egocentric.

Before	you	rush	to	conclusions	about	the	stupidity	of	children,	studies
reveal	that	adults	are	also	egocentric.	In	a	clever	demonstration	of	this	effect,
Nick	Epley	and	his	colleagues	put	participants	in	pairs	and	had	one	of	them
(the	foreman)	ask	the	other	(the	worker)	to	hand	them	a	series	of	everyday
objects.	These	objects	were	in	the	squares	of	a	five-by-five	shelving	unit.
Some—but	not	all—of	the	squares	had	wooden	backs,	and	objects	in	these
squares	could	be	seen	only	by	the	worker	(see	figure	19).

Crucially,	three	of	the	objects	were	toy	cars—a	small,	a	medium,	and	a
large	car—but	the	smallest	car	was	hidden	from	the	foreman’s	view	by	a



wooden	back.	The	key	trial	came	when	the	foreman	asked	for	the	“small	car,”
which	from	the	foreman’s	point	of	view	was	actually	the	medium	car.	To
perform	correctly,	participants—who	were	always	workers—had	to	overcome
their	own	egocentric	experience.	When	the	study	was	run	with	children,	most
of	them	grabbed	the	wrong	car,	unable	to	ignore	their	own	knowledge	about
the	smallest	car	they	could	see.	When	adults	participated,	most	of	them
grabbed	the	correct	car	but	first	looked	at	the	wrong	car.27	This	suggests	that
adults	remain	egocentric	but—unlike	kids—can	override	that	trait	when
necessary.

Figure	19:	A	Test	of	Perspective	Taking
The	“small”	car	is	different	from	the	perspective	of	the	worker	and	the	foreman.

N.	EPLEY,	C.	K.	MOREWEDGE,	AND	B.	KEYSAR,	“PERSPECTIVE	TAKING	IN	CHILDREN
AND	ADULTS:	EQUIVALENT	EGOCENTRISM	BUT	DIFFERENTIAL	CORRECTION,”	JOURNAL
OF	EXPERIMENTAL	SOCIAL	PSYCHOLOGY	40	(2004):	760–68.

Simulation	may	sometimes	lead	us	astray,	but—much	more	than
theorizing—it	makes	us	care	about	the	mental	states	of	others.	Theorizing
uses	cold	theories	about	stimuli	and	responses—if	shocked,	then	pain—but



simulation	uses	our	own	feelings	to	predict	those	of	others.	In	terms	of	our
two	dimensions	of	mind	perception,	simulation	is	grounded	in	our	own
experience	(feeling	their	pain),	whereas	theorizing	is	grounded	in	our	own
agency	(reasoning	about	their	pain).

It	is	simulation	that	gives	rise	to	empathy.	People	have	long	struggled	to
define	empathy	and	to	determine	whether	it	differs	from	sympathy	or	pity.28
However,	a	look	at	the	German	word	for	empathy	clears	this	all	up:
Einfühlungsvermögen!	Empathy	is	simply	when	you	fühlung	someone	else’s
vermögen—nothing	more	and	nothing	less.	Now,	the	satisfied	reader	may
skip	ahead	a	few	pages.	But	for	the	rest	of	you	(and	for	us!)	some	explanation
may	be	required.

This	German	word	actually	translates	to	“in-feeling”	and	articulates	the
notion	of	sharing	in	another	person’s	feelings:	feeling	their	pain	when	they	are
injured,	feeling	their	anger	when	someone	slights	them,	or	feeling	their
embarrassment	when	they	botch	their	big	presentation.	It	is	illustrated	by
Blaise	Pascal,	who	said	that	“we	know	truth,	not	only	by	the	reason,	but	also
by	the	heart.”29	Empathy	is	about	more	than	just	dispassionately	recognizing
others’	suffering;	it	is	about	suffering	alongside	them.	Because	suffering	is
aversive,	empathizing	with	another	person’s	pain	compels	you	to	help
alleviate	it.	Empathy	is	why	charity	campaigns	don’t	simply	report	statistics
but	instead	show	us	the	doleful	eyes	of	orphaned	children,	so	that	we	can
connect	to	their	minds,	simulate	their	suffering,	and	open	our	wallets.30

If	mental	connection	is	necessary	for	empathy,	then	maintaining	it	is
easiest	when	someone	is	nearby,	as	anyone	in	a	long-distance	relationship	can
attest.	Skype-ing	or	talking	on	the	phone	is	fine,	but	physical	closeness
uniquely	increases	caring.	You	can	still	empathize	from	a	distance	when	your
partner	is	fired,	but	touching	their	tears	drives	it	home.	The	power	of
proximity	in	empathy	is	exemplified	by	this	thought	experiment	from
philosopher	Peter	Singer:	Imagine	you	are	walking	by	a	pond,	wearing	a	new
three-hundred-dollar	suit,	when	you	see	a	drowning	child.31	Should	you	save
the	child	even	if	doing	so	will	ruin	the	suit?	You	likely	wouldn’t	hesitate	to
dive	in.

Now	imagine	a	different	scenario.	You	are	walking	down	the	street	after
payday	when	a	charity	canvasser	tells	you	that	twenty	dollars	will	save	the
life	of	a	starving	African	child.	Chances	are	you	would	keep	your	money	and
let	the	child	die,	even	though	saving	the	child	costs	a	fraction	of	the	cost	of
the	suit.	Why	the	difference?



Empathy	evolved	when	people	lived	in	small	groups	of	close	relations,
and	so	we	care	mostly	about	the	visible	suffering	of	those	we	know—similar
others	whose	minds	are	easily	simulated.32	Such	empathy	is	poorly	suited	to
the	modern	world,	in	which	the	neediest	are	people	of	different	races	and
religions	who	live	far	away.	Simulating	the	mind	of	a	Muslim	goat	farmer	is
hard,	and	so	we	care	little	when	he	suffers.	To	solve	this	problem,	charities	try
hard	to	represent	the	minds	of	the	needy,	highlighting	their	hopes	and	dreams
—and	their	similarities	to	you:	ten-year-old	Ebele	may	live	in	faraway	Sierra
Leone,	but	she	loves	school	and	sometimes	gets	annoyed	with	her	younger
brother—just	like	American	girls!

Expressions	of	vulnerability	are	another	way	to	compel	empathy.33	As	we
saw	in	chapter	2	on	animals,	expressions	translate	internal	experiences	into
external	signals.	Pain-related	expressions	include	screaming,	yelping,
grimacing,	and	crying,	which	is	why	babies	and	puppies—with	their	big	eyes
and	high-pitched	cries—make	perfect	moral	patients.	Both	babies	and	puppies
are	also	very	vulnerable;	they	are	small	and	have	soft	skin	and	limited
mobility.	They	couldn’t	stop	you	from	harming	them	and	lack	the	agency	to
harm	others,	both	characteristics	of	vulnerability	that	evoke	feelings	of
tenderness	and	compassion.34	This	link	between	vulnerability	and	compassion
is	likely	endowed	by	evolution	to	guard	against	frustrated	parents	leaving
their	screaming	(but	helpless)	infants	in	the	woods.

Our	compassion	for	vulnerable	moral	patients	translates	into	rage	when
they	are	harmed.	People	care	when	adults	are	injured,	but	they	are	incensed
when	children	or	animals	suffer.	People	for	the	Ethical	Treatment	of	Animals
(PETA)	has	allegedly	attacked	fur-coat	owners,35	and	some	activists	have
even	advocated	killing	scientists	who	experiment	upon	animals.36	Even	the
moral	righteousness	of	incarcerated	criminals	is	piqued	when	children	are
harmed:	they	will	injure	or	murder	fellow	prisoners	who	are	convicted	of
crimes	against	children.37	Vulnerable	moral	patients	compel	moral	emotions
because	they	fit	so	well	into	the	moral	dyad	of	“thinking	doer	plus	vulnerable
feeler.”38	Everyone	looks	like	a	culpable	moral	agent	when	standing	next	to	a
vulnerable	baby	or	whimpering	puppy.

There	is	a	limit	on	empathy,	however,	as	we	can	simulate	only	so	much
suffering.	Consider	the	once-popular	commercial	for	the	SPCA	in	which
limping	dogs	and	disfigured	cats	are	paired	with	Sarah	McLachlan’s	slow,	sad
singing.	In	mere	seconds	you	are	instantly	overwhelmed	with	feeling	via	an
empathy	sucker	punch.



The	SPCA	commercial	illustrates	two	ironies.	First,	people,	blasé	in	the
face	of	genocide,	are	overcome	with	pity	for	a	vulnerable	dog,	which	not	only
lacks	the	intelligence	of	the	least	capable	human	but	also	enjoys	the	taste	of
garbage.	Second,	while	some	empathy	is	helpful,	too	much	is
counterproductive.	In	a	study	on	the	“collapse	of	compassion,”	psychologists
Daryl	Cameron	and	Keith	Payne	presented	participants	with	pleas	from	either
one	or	eight	suffering	victims.39	Despite	the	objectively	greater	total	suffering
of	eight	victims,	people	were	overwhelmed	by	it	and	demonstrated	less
compassion.	One	dying	puppy	is	sad,	but	a	whole	football	field	of	suffering
puppies	is—hey,	did	you	see	that	new	movie	about	vampires	in	space?

Even	more	extreme	than	seeking	distraction,	empathy	overload	can	make
us	wish	for	others	to	die.	In	one	unpublished	study	from	our	lab	led	by	Anna
Jenkins,	we	described	victims	of	horrific	suffering,	such	as	a	bedridden
elderly	woman	being	engulfed	in	flames	while	her	synthetic	sheets	melted
into	her	skin.	We	varied	whether	the	victim	was	awake	or	unconscious	and
asked	participants	whether	the	victim	should	live	or	die.	We	predicted	that	the
active	minds	of	awake	victims	would	compel	participants	to	simulate	their
pain,	causing	so	much	empathy	that	participants	would	recommend	death.

Our	results	confirmed	this	“better	off	dead”	prediction—people
recommended	death	for	awake	victims—as	did	a	second	unpublished	study	in
which	we	gave	some	participants	energy	drinks	before	they	read	about
suffering.	These	participants	were	especially	likely	to	advocate	death	for
conscious	victims	because	their	caffeine	jitters	added	to	their	emotional
overload.	If	excess	empathy	makes	you	hope	for	the	death	of	moral	patients,
is	less	empathy	better?	Modern	medicine	seems	to	think	so.

In	her	poignant	account	of	bipolar	disorder,	Linda	Logan	talks	of	familial
disruption,	of	brief	manic	episodes	with	breathtaking	productivity,	and	of
longer	depressive	spells	where	she	could	barely	rouse	herself	from	bed.
Despite	these	symptoms,	she	suffered	most	from	losing	her	sense	of	self	in
the	modern	medical	system,	which	downgraded	her	from	person	to	mere
patient—a	passive	recipient	of	care,	characterized	only	by	symptoms	and
suffering.	Doctors	ignored	her	complicated	inner	life,	focusing	instead	on	the
mechanical	details	of	neurochemistry	and	medication.	Rather	than	simulating
her	experiences,	her	doctors	simply	relied	on	their	explicit	theories	about	her
condition.	She	writes,	“The	moment	the	psych-unit	doors	locked	behind	me,	I
was	stripped	of	my	identity	as	wife,	mother,	teacher	and	writer	and
transformed	into	patient,	room	number	and	diagnosis.”40



Unsurprisingly,	medical	patients	are	excellent	examples	of	moral	patients:
they	suffer	and	are	vulnerable	to	harm.	More	than	that,	hospitals	and	clinics
often	treat	people	as	only	patients,	stripping	away	the	thoughts	and	plans	of
agency	and	leaving	only	raw	experience.	Think	about	the	last	time	you	went
to	the	doctor’s	office.	Were	you	able	to	explain	your	illness-related	thoughts
and	opinions,	or	did	you	simply	list	symptoms	and	wait	for	a	diagnosis	and
prescription?	One	study	revealed	that	doctors	interrupted	a	patient	an	average
of	twelve	seconds	after	meeting	him	or	her;41	without	listening	to	the	words
of	patients,	physicians	have	no	hope	of	understanding	their	experiences.

One	of	us	(Kurt)	recently	went	to	the	doctor	for	persistent	daytime
sleepiness.	He	recalls:

I	needed	a	daily	nap	and	could	easily	sleep	twelve	hours	at	a
stretch.	Colds	arrived	every	month	and	lingered	long,	and	the
slightest	stress	further	destroyed	my	already	weak	immune	system.
My	mom	had	many	theories	about	this	feebleness—low	vitamin	D,
antibiotics	at	birth,	allergies—but	one	day	my	wife	discovered	the
culprit.	As	she	lay	awake	one	night,	listening	to	the	house	settling,
she	noticed	me	rasping,	gasping,	going	completely	silent,	and	then
suddenly	choking	on	my	throat—classic	signs	of	sleep	apnea.

When	I	explained	this	hypothesis	to	the	doctor,	he	smirked	and
replied,	“Well,	that’s	for	me	to	figure	out.”	Sleep	apnea	typically
plagues	overweight	folks,	and	as	I	am	slim	the	doctor	assumed	I	was
mistaken.	After	all,	he	was	the	one	with	the	MD.*	He	was	the	agent
with	the	ability	for	action	and	thought,	and	I	was	the	patient	with	the
ability	only	for	suffering.	Nevertheless,	with	enough	information
about	symptoms	and	family	history—my	grandmother’s	snoring
could	destroy	concrete	foundations—the	doctor	agreed	to	a	sleep
study,	which	revealed	that	I	stopped	breathing	once	every	five
minutes	(or	approximately	one	hundred	times	a	night).

It	appears	that	sometimes	patients—and	their	spouses—have	some
insight.	After	all,	they	are	the	only	ones	to	experience	their	problems	from	the
inside.

Of	course,	doctors	obviously	care	deeply	about	helping	others,	but
medicine	trains	them	to	detach	in	order	to	think	rationally.42	Too	much
compassion	or	grief	clouds	objective	clinical	judgment	and	can	lead	to
emotional	burnout,43	so	physicians	often	embrace	insensitivity—especially
specialty	surgeons,	who	literally	hold	patients’	lives	in	their	hands.	In	the
operating	room,	the	patient’s	thoughts	and	feelings	are	irrelevant	at	best	and



paralyzing	at	worst	as	surgeons	work	on	the	delicate	minutiae	of	the	human
body.	This	explains	why	surgeons	hide	under	a	sheet	everything	but	the
relevant	square	foot	of	flesh;	peering	into	the	tender	faces	of	patients	as	you
prepare	to	slice	them	open	cannot	make	the	job	easier.

Not	all	doctors	are	surgeons,	and	if	any	physician	should	be	concerned
with	thoughts	and	feelings,	it	should	be	psychiatrists.	The	root	of	the	word
“psychiatry”	is	psyche,	the	Greek	word	for	“soul”	or	“mind,”	and	historically
psychiatrists,	including	Carl	Jung	and	Sigmund	Freud,	have	taken	a	deeply
psychological	and	philosophical	approach.	However,	recent	advances	in
neurobiology	focus	attention	away	from	human	suffering	and	feelings	and
toward	drugs	that	influence	brain	circuits	and	neurotransmitters.	Psychiatry
has	been	famously	described	by	Thomas	Szasz	as	mechanomorphic,	treating
patients	like	“defective	machines”	rather	than	feeling	human	beings.44
Paradoxically,	physicians	of	the	mind	may	fail	to	see	their	patients	as
members	of	the	mind	club.

In	treating	mental	illness,	pharmaceuticals	are	undoubtedly	powerful,	but
so	is	understanding	a	patient’s	mind	from	the	inside,	as	Logan’s	account	of
bipolar	disorder	suggests.	Research	has	shown	that	relatively	mild	mental
illness	can	be	improved	simply	by	talking	to	empathic	listeners,	whether	they
are	trained	PhDs	or	nonpsychologist	university	professors.45	This	“talk
therapy”	can	result	in	benefits	identical	to	those	of	drug	therapy	and	even
cause	identical	brain	changes.46	So	when	a	friend	comes	to	you	feeling	blue
or	anxious,	remember	to	listen	carefully	and	respect	both	their	patiency	and
their	agency.

You	could	also	encourage	them	to	help	others.	Continually	receiving	help
reduces	self-esteem	and	feelings	of	control,	leading	to	feelings	of	helplessness
and	reduced	agency.47	To	reestablish	this	agency,	patients	need	to	become	the
givers	of	care,	transforming	into	agents	with	increased	self-confidence	and
personal	power.	It	is	no	coincidence	that	twelve-step	programs—whether	for
alcoholism	or	gambling	addiction—involve	sponsorship,	in	which	senior
members	become	shepherds	for	new	members.	By	taking	responsibility	for
another,	you	break	through	the	mantle	of	victimhood,	moving	from	one	side
of	the	mind-perception	fault	line	to	the	other.	Helping	others	turns	you	from	a
vulnerable	feeler	into	a	thinking	doer.

Beyond	conferring	feelings	of	agency,	a	study	by	Stephanie	Brown	at	the
University	of	Michigan	revealed	that	helping	others	can	add	years	to	your	life.
Brown	examined	the	mortality	of	older	people	who	were	the	primary
caregivers	of	their	ill	spouses.	This	is	an	incredibly	stressful	role	because



caregivers	must	manage	every	aspect	of	their	spouse’s	treatment	and	take
ultimate	responsibility	for	the	spouse’s	life.	As	stress	is	linked	to	an	early
death,	the	obvious	prediction	would	be	that	caregivers	would	die	earlier	than
noncaregivers—but	they	lived	significantly	longer,	presumably	because	of
increased	feelings	of	agency.48

Even	taking	care	of	plants	can	increase	longevity.	In	one	study,	nursing
home	residents	given	responsibility	for	a	houseplant	outlived	those	who	had
plants	that	were	looked	after	by	nursing	home	staff.49	This	may	also	explain
why	parenthood	transforms	the	cowardly	into	the	brave—children	are	the
moral	patients	who	turn	moms	and	dads	into	powerful	moral	agents.

Just	how	powerful	do	you	become	when	you	help	others?	Strong	enough
to	lift	a	car,	suggests	the	story	of	Alaskan	teenager	Riley	Anderson.	When
Anderson	arrived	home	from	school,	he	found	his	father—the	family
mechanic—pinned	underneath	the	family	station	wagon.	The	1.5-ton
Volkswagen	had	slipped	off	the	jack	and	was	now	suffocating	his	dad.	With
help	far	away,	Riley	did	what	was	needed:	he	took	hold	of	the	bumper	and,
with	his	bare	hands,	lifted	the	car	off	his	father.50	Of	course,	Riley	was	likely
helped	by	adrenaline,	but	we	have	experimentally	confirmed	the	link	between
helping	others	and	physical	strength—participants	can	hold	a	five-pound
weight	longer	if	they	first	donate	to	charity.51

These	results	suggest	that	personal	power	is	not	only	a	cause	of	heroism
but	also	a	consequence	of	it.	Consider	Mahatma	Gandhi,	who	heroically
helped	India	gain	its	independence	from	colonial	rule	in	1947.	An
examination	of	Gandhi’s	early	life	suggests	that	he	was	born	with	no	more
agency	than	anyone	else,	with	an	unremarkable	merchant-class	childhood.52
However,	as	he	strove	for	national	freedom,	he	became	able	to	endure	hunger
strikes	that	few	of	us	can	imagine.	These	feats	of	agency	are	even	more
amazing	considering	that	Gandhi	was	first	a	moral	patient,	suffering
discrimination	and	beatings	at	the	hands	of	the	European	ruling	class.	By
committing	himself	to	helping	others,	he	turned	from	patient	to	agent,	a
process	we	call	moral	transformation.

Even	if	you’re	not	fighting	colonial	oppression,	the	link	between	moral
agency	and	personal	power	tells	us	how	to	better	run	marathons	(do	it	for
charity)	and	how	to	focus	better	at	work	(help	your	colleagues).53	Of	course,
moral	agents	include	not	only	heroes	but	also	villains—does	evil	also	increase
agency?	Studies	from	our	lab	suggest	that	the	answer	is	yes.



We	asked	participants	to	write	fictional	stories	about	themselves	either
helping	others	(hero),	harming	others	(villain),*	or	just	getting	work	done
(neutral),	all	while	holding	a	five-pound	weight.	Compared	with	the	neutral
condition,	we	found	both	our	experimentally	induced	heroes	and	villains
could	hold	the	weight	longer.	Of	course,	there	are	many	reasons	to	prefer
goodness	to	cruelty,	but	if	you	want	to	establish	your	own	agency,	evil
appears	to	do	the	trick.	We	can’t	condone	real	cruelty,	but	try	vividly
imagining	cleaning	the	toilet	with	your	lazy	roommate’s	toothbrush	or	giving
your	boss’s	BMW	a	quick	swipe	with	your	keys.

Throughout	this	chapter	the	savvy	reader	may	have	noticed	a	general	rule.
It	seems	that	being	a	moral	patient	reduces	agency,	and	being	a	moral	agent
reduces	patiency.	When	we	see	others—and	ourselves—as	vulnerable	feelers,
it	is	hard	to	see	them	as	thinking	doers;	and	when	we	see	others—and
ourselves—as	thinking	doers,	it	is	hard	to	see	them	as	vulnerable	feelers.	This
inverse	relation	between	perceptions	of	agency	and	patiency	(i.e.,	experience)
is	called	moral	typecasting.	Moral	typecasting	is	a	reflection	of	the	mind-
perception	fault	line	we	revealed	back	in	chapter	1,	the	border	that	splits	the
mind	club	into	two,	separating	thinking	doers	from	vulnerable	feelers.

Typecasting	is	a	frequent	phenomenon	in	Hollywood,	where	the	lovable
jokester	can’t	be	taken	seriously	in	a	dramatic	role	and	the	goofy	best	friend
can’t	be	the	main	love	interest.	Perhaps	the	most	powerful	example	of	this
was	Leonard	Nimoy	as	Spock.	In	real	life	Leonard	Nimoy	was	passionate	and
playful,	but	people	forever	saw	him	as	a	cold	and	unfeeling	personality
because	he	played	a	Vulcan	on	Star	Trek.	Chafing	against	this	typecasting,
Nimoy	entitled	his	first	autobiography	I	Am	Not	Spock,	but	in	the	end	he
resigned	himself	to	the	role’s	power	and	entitled	his	second	autobiography	I
Am	Spock.

Just	as	we	typecast	actors	into	enduring	character	roles,	so	too	do	we
often	typecast	people	in	enduring	moral	roles,	seeing	them	as	either	those
who	do	moral	deeds	or	those	who	receive	them.	More	succinctly,	we	see
others	as	either	moral	agents	or	moral	patients.	It	is	hard	to	imagine	Joseph
Stalin	as	a	victimized	moral	patient	because	of	all	the	evil	he	committed.
Likewise,	it	is	hard	to	imagine	a	poor	orphan	as	a	responsible	moral	agent
because	of	all	the	suffering	she	feels.	As	a	more	visual	example,	take	a	look	at
figure	20.	When	you	see	it	as	a	duck,	you	cannot	see	it	as	a	rabbit;	when	you
see	it	as	a	rabbit,	you	cannot	see	it	as	a	duck.	Moral	typecasting	is	this
phenomenon	applied	to	morality	and	mind	perception:	when	you	see	someone
as	a	moral	agent,	you	are	blind	to	their	patiency,	and	when	you	see	someone
as	a	moral	patient,	you	are	blind	to	their	agency.



Figure	20:	Either	Duck	or	Rabbit,	but	Not	Both
One	can	be	a	moral	agent	or	moral	patient,	but	not	both.	(Translation:	Which	animals	are	most	like	each
other?	Rabbit	and	duck.)

Given	the	tight	link	between	morality	(agents	and	patients)	and	mind
perception	(agency	and	experience),	moral	typecasting	means	that	agents	are
seen	as	especially	capable	of	agency	but	especially	incapable	of	experience.
Typecasting	also	means	that	patients	are	seen	as	especially	capable	of
experience	but	especially	incapable	of	agency.	Of	course—unlike	the	rabbit-
duck—perceptions	of	people	are	seldom	all	or	nothing,	but	moral	typecasting
suggests	that	heroes	and	villains	should	seem	relatively	insensitive	to
suffering,	and	victims	should	seem	relatively	incapable	of	responsibility.
Studies	in	our	lab	confirm	this	idea.	Both	good	moral	agents	(e.g.,	Mother
Teresa)	and	bad	moral	agents	(e.g.,	Hitler)	were	seen	to	be	relatively
impervious	to	pain,	whereas	victimized	moral	patients	were	seen	as	relatively
blameless	for	misdeeds.54	Each	of	these	aspects	of	moral	typecasting—agents



seeming	insensitive	and	patients	seeming	blameless—has	important
implications.

Figure	21:	Moral	Typecasting
We	see	heroes	and	villains	as	insensitive	to	suffering	and	we	see	victims	and	beneficiaries	as	incapable
of	earning	blame.

K.	GRAY,	L.	YOUNG,	AND	A.	WAYTZ,	“MIND	PERCEPTION	IS	THE	ESSENCE	OF
MORALITY,”	PSYCHOLOGICAL	INQUIRY	23	(2012):	101–24.

That	heroes	and	villains	seem	insensitive	to	pain	can	make	us	treat	them
poorly.	For	very	evil	criminals	we	demand	proportionately	harsh	punishment
—not	only	to	atone	for	their	sins	but	also	to	overcome	their	perceived
toughness	and	ensure	they	suffer	enough.	That	we	are	especially	cruel	to	the
especially	cruel	is	not	surprising,	but	we	sometimes	seem	to	mistreat	those	we
admire,	easily	forgetting	the	sacrifices	of	our	heroes.	We	neglect	the	feelings
of	our	parents,	the	trials	of	our	mentors,	and	the	suffering	of	our	leaders.

Going	back	to	the	idea	of	schemas	(i.e.,	mental	models)	from	chapter	3	on
machines,	our	schema	for	heroes	is	grounded	in	moral	typecasting—those
who	do	good	seem	tougher	than	us	and	better	able	to	endure	life’s
tribulations.	This	“moral	agent	only”	schema	means	that	the	suffering	of
heroes	is	less	salient	and	less	demanding	of	empathy	than	that	of	others.
When	a	normal	person	is	punched,	our	heart	leaps,	but	when	Superman	or
Batman	gets	punched,	we	shrug	it	off	because	we	expect	them	to	do	the	same.
If	heroes	seem	tougher	than	most,	then	we	may	be	more	likely	to	give	them
pain.	Admittedly,	people	seldom	enjoy	betraying	the	saintly,	but	often	when



push	comes	to	shove—when	someone	has	to	be	harmed—people	harm	their
heroes.

We	tested	this	idea	in	our	lab,	asking	people	to	imagine	possessing	pain
pills—not	pain-relieving	pills	but	pain-causing	pills—with	one	pill	causing
mild	discomfort	and	four	pills	causing	excruciating	(but	temporary)	pain.
Participants	divided	three	pills	between	pairs	of	people,	which	included	good
agents	(Mother	Teresa),	bad	agents	(serial	killer	Ted	Bundy),	neutral	targets	(a
bank	teller),	and	moral	patients	(an	orphan).	In	many	pairs	the	division	of	pills
was	unsurprising:	people	gave	more	pain	to	Ted	Bundy	than	to	the	orphan.

The	key	pair	was	the	bank	teller	versus	Mother	Teresa,	because	it
contrasted	two	competing	predictions.	Giving	less	pain	to	the	nun	would
reward	her	good	deeds,	supporting	the	idea	of	karma	and	just	deserts	(i.e.,
good	things	happen	to	good	people).	Alternatively,	giving	Mother	Teresa
more	pain	would	support	moral	typecasting,	revealing	that	people	allocate
pain	based	on	mind	perception	and	moral	roles.

Typecasting	won	the	day:	people	gave	more	pain	to	Mother	Teresa	than	to
the	bank	teller.	Admittedly,	they	weren’t	happy	about	it.	While	making	these
decisions,	people	laughed	nervously	and	asked	questions	like	“Are	you	sure	I
can’t	just	split	a	pill	in	half?”	But	at	the	end	of	the	day,	people	stuck	it	to	the
elderly	nun	who’d	devoted	her	life	to	helping	others.55	How’s	that	for	justice?

Of	course,	you	might	reason	that	Mother	Teresa	can	actually	handle	the
pain,	but	imagine	a	meeting	at	work	where	someone	is	being	selected	to
develop	client	relationships	in	Siberia.	Chances	are	the	person	packing	her
parka	will	be	the	person	who	has	a	history	of	doing	previously	thankless
tasks.	If	you’ve	done	past	good	deeds,	others	see	you	as	capable	of	handling
terrible	burdens	that	no	one	else	wants	to	bear—whether	that	perception	is
true	or	false.	So	next	time	your	selflessness	is	praised	in	front	of	others,
beware:	making	sacrifices	for	others	makes	it	easier	for	them	to	sacrifice	you.

That	moral	agents	seem	incapable	of	being	vulnerable	feelers	is	the	first
principle	of	moral	typecasting.	That	moral	patients	seem	incapable	of	being
(blameworthy)	thinking	doers	is	the	second	principle.	For	its	illustration	we
again	turn	to	celebrities.

When	the	rich	and	famous	run	afoul	of	the	law,	they	follow	a	predictable
script.	The	opening	act	is	the	crime	itself:	Mr.	Celebrity	is	pulled	over	for
swerving	all	over	the	road	in	a	car	that	costs	more	than	your	house.	After
attempting	to	hide	a	bag	of	drugs	under	the	passenger	seat,	Mr.	Celebrity
stumbles	out	of	his	car	and	eloquently	explains	to	the	police	that	the	drugs	are



not	his	fault	but	instead	that	of	a	convenient	ethnic	group,	such	as	Canadians
or	leprechauns.	The	next	act	is	their	mug	shot,	indictment,	and	the	predictable
Twitter	explosion.

The	following	act	is	the	victim	act.	The	celebrity’s	spokesperson	provides
a	statement	such	as	“Mr.	Celebrity	has	long	been	a	victim	of	drug	use,
alcoholism,	and	depression	arising	from	difficult	childhood	circumstances.
Mr.	Celebrity	extends	a	sincere	apology	to	all	leprechauns	and	those	of
leprechaun	descent	and	will	be	spending	the	next	couple	of	months	out	of	the
public	eye,	recovering	from	this	terrible	constellation	of	diseases.”	In	other
words,	although	Mr.	Celebrity	seems	like	a	rich,	entitled	racist,	that’s	just	not
true!	Instead	he	or	she	is	a	victim	who,	despite	all	the	cars,	money,	and	fame,
feels	only	pain.	Of	course,	celebrities—like	everyone	else—do	struggle	with
mental-health	and	addiction	issues,	but	these	patient-oriented	qualities	are
trotted	out	only	to	dodge	blame.	The	key	is	that	this	strategy	works—victims
do	escape	blame!

Typecasting	provides	the	basis	for	this	winning	strategy.	When	someone
is	cast	as	a	victimized	moral	patient—a	vulnerable	feeler—it	is	difficult	to
simultaneously	see	him	or	her	as	an	agent	responsible	for	wrongdoing.	This
explains	why	defendants	on	trial	often	testify	to	the	suffering	or	abuse	they
experienced	in	their	lives,56	such	as	in	the	case	of	Lorena	Bobbitt.	More
recently	a	wealthy	Texas	teen	who	killed	four	people	while	driving	drunk
avoided	jail	time	because	he	was	a	victim	of	“affluenza.”	His	lawyer
successfully	argued	that	his	impaired	judgment	was	a	result	not	of	his	blood
alcohol	content	of	0.24	but	of	his	sheltered	and	privileged—and	therefore
difficult—upbringing.57

Studies	from	our	lab	confirm	victims’	ability	to	escape	blame.	Participants
gave	less	blame	to	moral	patients	(e.g.,	a	victim	of	crime)	than	to	neutral
targets	or	even	good	agents	(e.g.,	a	life-saving	doctor)	after	committing	a	bad
deed	such	as	vandalism.58	Consistent	with	moral	typecasting,	this	reduced
blame	was	driven	by	mind	perception,	such	that	victims	were	seen	as
vulnerable	feelers,	and	these	perceptions	of	victimhood	led	to	clemency.

The	most	surprising	extension	of	this	side	of	typecasting	is	that
highlighting	past	good	deeds	can	be	counterproductive,	at	least	when	guilt	is
certain.	Past	good	deeds	reinforce	agency,	responsibility,	and	control,
explaining	why	it	is	all	but	impossible	to	forgive	the	misdeeds	of	priests	and
presidents.	On	the	other	hand,	victimization	turns	people	into	blameless	moral
patients,	explaining	why	we	discount	the	transgressions	of	the	abused	and
afraid.	In	this	sense,	although	it	seems	that	good	is	the	opposite	of	evil,	the



mind-perception	gap	between	agents	and	patients	creates	a	different	moral
landscape:	good	and	evil	are	both	the	opposite	of	victimhood.	It	may	be
relatively	easy	for	a	do-gooder	to	turn	evil	or	for	a	victim	to	become	a
beneficiary,	but	it	is	much	harder	to	turn—at	least	in	the	eyes	of	others—from
a	victim	to	a	villain	or	from	a	villain	to	a	victim.

Figure	22:	The	Moral	Landscape
We	often	divide	morality	into	good	and	evil,	but	typecasting	suggests	that	whether	someone	is	seen	as	a
moral	agent	or	patient	can	sometimes	be	even	more	important.

Typecasting	also	explains	why	children	receive	less	blame	for	misdeeds:
their	reasoning	and	self-control	are	not	fully	developed	until	adulthood,	but
their	capacity	for	suffering	and	harm	exists	from	birth.	Even	looking	like	a
child	can	lead	to	less	blame.	In	a	series	of	studies	on	facial	structure,
researcher	Leslie	Zebrowitz	found	that	those	who	have	“baby	faces,”	with	big
eyes	and	round	cheeks,	were	given	less	blame	in	small-claims	court	for
intentional	wrongs.59

Typecasting	has	a	limit,	however,	when	the	deed	is	sufficiently	evil.	When
two	ten-year-old	boys	lured	British	toddler	James	Bulger	away	from	his
parents	and	then	tortured	and	murdered	him,	the	public	saw	the	boys	as



agents,	demanding	that	they	be	tried	as	adults.60	Despite	the	young	age	of	the
offenders,	the	murder	was	so	heinous,	and	the	victim	was	such	an	extreme
patient—a	helpless	two-year-old—that	our	minds	cannot	help	but	see	them	as
agents.	Just	as	in	the	case	of	the	evil	pig	and	the	dead	peasant	baby	in	chapter
2	on	animals,	dyadic	completion	compels	us	to	see	as	villains	those	typically
lacking	agency	when	someone	even	more	helpless	suffers.

Dyadic	completion	can	also	induce	perceptions	of	suffering	in	the	face	of
sin.	So	far	we	have	explored	dyadic	completion	from	patient	to	agent—when
vulnerable	victims	compel	us	to	see	thinking	doers—but	it	also	happens	in
reverse.	When	someone	commits	an	evil	act,	a	dyadic	template	compels	us	to
see	suffering	victims,	even	if	the	act	is	objectively	harmless.	For	illustration
consider	the	case	of	Anita	Bryant.

Anita	Bryant	used	to	be	a	country	singer.	In	the	1950s	and	1960s	she	had
a	couple	of	Billboard	hits,	including	“Till	There	Was	You”	and	“Paper
Roses.”	As	a	former	Miss	Oklahoma,	she	was	also	pretty	and	charismatic,
which	helped	her	become	the	spokesperson	for	the	Florida	Citrus
Commission.*	Anita	also	had	strong	views	on	homosexuality:	she	was
horrified	by	the	advancement	of	gay	rights	and	particularly	incensed	by	the
passage	of	a	Florida	law	that	forbade	discrimination	on	the	basis	of	sexual
orientation.	She	vowed	to	repeal	it,	sensing	a	slippery	moral	slope:	“If	gays
are	granted	rights,	next	we’ll	have	to	give	rights	to	prostitutes	and	to	people
who	sleep	with	Saint	Bernards	and	to	nail	biters.”61	She	was	eventually
successful	in	repealing	the	law,	but	her	campaign	of	homophobia	had
irreparably	damaged	her	reputation,	costing	her	her	singing	career,	her
marriage,	and	the	goodwill	of	Florida	citrus	farmers.

To	Bryant	homosexuality	wasn’t	simply	wrong;	it	was	also	harmful.	She
believed	it	would	lead	to	the	destruction	of	America	as	she	knew	it	and	titled
her	autobiography	The	Anita	Bryant	Story:	The	Survival	of	Our	Nation’s
Families	and	the	Threat	of	Militant	Homosexuality.	In	her	mind,	because
homosexuals	couldn’t	easily	have	their	own	children,	they	would	recruit	the
sons	and	daughters	of	God-fearing	heterosexual	parents.	These	recruits	would
be	brainwashed	by	the	charismatic	gays	and	become	gay	too,	eventually
leading	to	the	demise	of	the	family.

Decades	later	many	still	believe	that	homosexuality	spells	disaster	for
America.	In	2012	North	Carolina	pastor	Michael	Barrett	suggested	that	failing
to	ban	gay	marriage	would	be	“equivalent	to	a	nuclear	holocaust.”	And	when
the	U.S.	Supreme	Court	struck	down	the	Defense	of	Marriage	Act,	a	Christian
newspaper	heralded	the	decision	as	a	harbinger	of	Armageddon.*62



To	those	who	see	sexual	orientation	as	a	matter	of	biology	and	not
morality,	claims	of	its	harmfulness	seem	hyperbolic,	but	the	moral	dyad
suggests	that	perceptions	of	harm	are	legitimate,	even	if	disconnected	from
objective	harm.	Just	as—despite	many	cues	to	mind—the	objective	criteria
for	mind-having	are	unclear,	objective	criteria	for	harm	are	also	often	elusive.
Of	course,	there	are	some	obvious	cues	to	direct	physical	and	emotional	harm,
such	as	bloodshed,	crying,	and	death,	but	not	all	harm	is	so	transparent.	Gay
marriage	seems	not	to	cause	death	and	dismemberment,	but	how	are	we	to
objectively	disprove	the	idea	that	gay	marriage	causes	“societal	decay”	or
“spiritual	damnation”?	These	kinds	of	harm	are	a	matter	of	perception	and	are
perceived	when	people	see	immorality.	Such	harm	may	seem	nebulous,	but
people	often	see	a	direct	link	between	this	abstract	harm	and	more	direct
suffering—a	weakened	America	is	more	vulnerable	to	terrorists	or	race	riots.
Evil	deeds	inevitably	create	perceived	suffering	victims.

The	researcher	Peter	DeScioli	has	an	elegant	name	for	this	kind	of	“agent
to	patient”	dyadic	completion—the	“indelible	victim	effect”—and	it	is
ubiquitous.63	Those	who	see	drug	use	as	wrong	think	it	harms	teenagers;
those	who	see	flag	burning	as	wrong	think	it	harms	disabled	veterans;	and
those	who	see	masturbation	as	wrong	think	it	harms	children.	Suffering
children	are	actually	a	common	theme	in	moral	uproar,	because	their	status	as
vulnerable	feelers	makes	them	obvious	moral	patients.

Research	from	our	lab	conducted	with	Chelsea	Schein	shows	that
perceptions	of	victimhood	arise	not	from	effortful	justification	but
automatically	from	our	dyadic	moral	minds.	In	one	study	participants	read
about	“harmless”	misdeeds,	such	as	defiling	a	corpse	or	using	strange
masturbation	techniques,	and	then	rated	their	harmfulness.	Participants	not
only	saw	these	wrongs	as	generally	harmful	but	saw	even	more	harm	when
given	a	strict	time	limit	that	precluded	conscious	reasoning.	Another	study	in
the	same	set	revealed	that	people	perceived	more	suffering	in	the	faces	of
children—within	milliseconds—after	reading	about	masturbation	and
necrophilia.64

If	harm	automatically	accompanies	judgments	of	immorality,	then	dyadic
completion	casts	doubt	on	the	very	existence	of	“victimless	wrongs.”
Harmless	wrongs	may	be	a	logical	possibility	but—psychologically	speaking
—are	exceedingly	rare;	only	those	who	fail	to	see	immorality	fail	to	see	harm.
Because	perceptions	of	harm	are	ever	present	in	moral	judgments,	harm
provides	a	powerful	way	of	understanding	morality	across	cultures.



It	is	clear	that	different	people	have	different	morals.	Muslims	believe	it’s
immoral	to	eat	pigs	but	happily	eat	hamburgers,	and	Hindus	think	it’s
immoral	to	eat	cows	but	happily	eat	bacon.	Conservatives	believe	it’s
immoral	to	burn	an	American	flag,	whereas	liberals	think	of	it	as	an
expression	of	free	speech.65	These	and	many	other	differences	in	morality
often	lead	to	disagreement	and	conflict,	and	sometimes	even	war.	Some
suggest	an	unbridgeable	moral	chasm	between	different	cultures—like
conservatives	and	liberals66—but	mind	perception	suggests	a	bridge	of
understanding.

People	may	disagree	over	what	exactly	is	wrong,	but	our	studies	find	that
all	people	have	the	same	dyadic	moral	mind.	Both	liberals	and	conservatives
agree	that	immorality	causes	harm,	and	this	similarity	may	be	the	key	to
finding	other	common	ground.	We	often	talk	of	“perspective	taking”	as	a	way
to	understand	moral	disagreements,	and	the	moral	dyad	provides	a	specific
way	for	taking	others’	perspectives.	When	confronted	with	an	opposing	moral
viewpoint,	try	to	understand	how	this	act	could	be	seen	as	harmful.	If	nothing
else,	remember	that	the	“other	side”	isn’t	inventing	harms	merely	to	inflame
passions	and	fearmonger—those	who	oppose	something	on	moral	grounds
legitimately	see	it	as	causing	suffering.

The	slipperiness	of	suffering	has	been	the	theme	of	this	chapter.	Out	of	all
mental	capacities,	the	ability	to	feel	pain	is	the	most	crucial	for	admission	into
the	mind	club.	Those	who	seem	capable	of	suffering	are	moral	patients	and
deserve	moral	rights.	Unfortunately,	out	of	all	mental	capacities,	the	ability	to
feel	pain	may	be	the	most	cryptic.	To	understand	this	very	internal	sensation,
we	rely	on	both	simulation	and	theories	about	other	minds—both	of	which	are
flawed.

Although	we	never	like	our	pain	to	be	ignored,	when	it	comes	to	define
us,	we	become	a	true	patient,	stripped	of	agency	and	seen	only	as	a	vulnerable
feeler.	This	tension	between	being	seen	as	doer	and	being	seen	as	feeler	stems
from	moral	typecasting,	our	tendency	to	view	others	as	either	moral	agents	or
moral	patients.	Being	cast	as	a	patient	can	help	us	escape	blame	and	compel
others	to	protect	us,	but	it	can	also	weaken	us	and	even	shorten	our	lives.
Moral	patients	not	only	form	the	natural	complement	to	moral	agents	but	also
provide	a	powerful	way	to	understand	moral	disagreements,	as	people
everywhere	link	immorality	to	perceived	harm.

One	thread	running	through	our	discussion	of	moral	patients	is	that	we
care	about	them.	Whether	they	are	children,	animals,	or	adults,	and	whether
they	suffer	physically,	mentally,	or	spiritually,	we	want	to	alleviate	their	pain.



The	same	can’t	be	said	for	our	next	cryptomind.	This	cryptomind	is	one
whose	suffering	we	shrug	off	with	cold	indifference	and	whose	torture	we
often	embrace:	the	enemy.
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Chapter	5

THE	ENEMY
ichael	Johnson	enlisted	in	the	U.S.	Army	after	high	school	because	of
his	love	of	country	and	belief	in	democracy.	On	his	very	first	mission,

he	was	captured	by	Muslim	extremists	and	held	for	more	than	ten	years.	He
was	imprisoned	in	a	small,	cold	cell,	and	when	his	captors	wanted
information,	they	beat	him,	punching	him	in	the	mouth,	ribs,	and	back.	Once,
they	blindfolded	him,	threw	him	into	a	powerboat,	and	beat	him	while	driving
in	circles.	One	extremist	would	make	him	drink	salt	water	and	slam	his	head
against	the	side	of	the	boat	while	another	kept	punching	him.	He	received
only	enough	first	aid	to	survive	for	the	next	day	of	torture.	His	captors	would
stop	at	nothing	until	he	revealed	everything	he	knew—even	if	he	knew
nothing.

This	account	likely	filled	you	with	empathy	for	Johnson	and	rage	toward
the	Muslim	extremists,	but	it	isn’t	quite	true.	In	the	real	account,	it	wasn’t
Michael	Johnson	who	was	captured	but	a	Muslim	man	named	Mohamedou
Ould	Slahi,1	who	was	suspected	to	have	some	connection	with	the	events	of
9/11.	To	allay	these	suspicions,	Slahi	voluntarily	presented	himself	for
questioning	shortly	after	the	attacks,	and	although	he	was	cleared	by
Jordanian	intelligence,	he	somehow	found	himself	shipped	to	an	American	air
force	base	in	Afghanistan	before	ending	up	in	Guantanamo	Bay,	Cuba.	Once
there,	he	experienced	the	torture	outlined	above,	all	at	the	hands	of	Americans
who	presumably	have	stories	similar	to	that	of	the	fictional	Michael	Johnson
—who	loved	their	country,	democracy,	their	friends,	and	families.	How	could
these	otherwise	caring	men	and	women2	torture	an	innocent	man	for	an	entire
decade?

In	previous	chapters	we’ve	seen	that	people	have	difficulty	not	perceiving
minds,	seeing	thoughts	in	animals,	goals	in	robots,	and	emotions	in	inanimate
objects.	Accordingly,	you	might	think	it	inevitable	that	we	see	minds	in	other
people,	who	almost	certainly	have	the	ability	to	think	and	feel.	This	is	true
when	it	is	our	people—our	inner	circle	of	friends	and	family.	But	when
people	lie	outside	this	circle—especially	when	they	are	our	enemies—we
easily	strip	away	their	minds,	seeing	them	not	as	human	beings	but	as	dumb
beasts,	cold	machines,	or	insensate	objects.	We	are	only	too	happy	to	expel
those	we	dislike	from	the	mind	club.



In	contrast	to	anthropomorphism,	which	involves	the	ascription	of	human
qualities	to	animals	and	objects,	this	chapter	explores	dehumanization,	the
denial	of	human	qualities	to	other	people.	At	its	most	extreme,
dehumanization	enables	systemic	discrimination	and	genocide,	but	it	also
occurs	in	everyday	life,	such	as	when	we	ignore	the	experience	of	the
homeless	or	the	agency	of	the	beautiful.	The	most	reliable	predictor	of
dehumanization	is	antipathy—seeing	someone	as	your	enemy.

Some	enemies	are	a	matter	of	blood,	such	as	in	the	feud	between	the
Hatfields	and	the	McCoys,	which	left	eleven	family	members	dead	from
shootings,	stabbings,	and	beatings.3	Some	enemies	are	a	matter	of	religious
belief,	with	many	killed	in	the	battles	of	Muslims	versus	Hindus,	Christians
versus	Muslims,	and	Catholics	versus	Protestants.	Perhaps	the	most
intractable	conflict	today	is	between	Israelis	and	Palestinians,	two	peoples
separated	by	culture,	race,	religion,	language,	and	history.	With	so	many
differences	and	so	much	historical	antagonism,	conflict	seems	all	but
inevitable.	People	have	divided	into	“us	versus	them”	based	on	much	less.
How	much	less?

To	answer	this	question,	social	psychologists	have	created	the	“minimal-
groups	paradigm,”	in	which	people	are	divided	by	arbitrary	criteria	such	as
shirt	color4	or	modern	art	preference.5	One	study	(randomly)	divided
participants	into	two	groups—Kandinsky	lovers	and	Klee	lovers—before	they
distributed	resources	among	themselves.6	As	predicted,	the	“Kandinsky”
people	took	more	for	themselves	and	sabotaged	the	“Klee”	people,	and	vice
versa,	despite	their	meaningless	and	made-up	division.

Even	more	arbitrary,	another	related	experiment	showed	participants
hundreds	of	dots	and	asked	them	to	guess	the	number.7	Conforming	to	laws	of
probability,	half	underestimated	the	number	and	half	overestimated	the
number,	and	researchers	labeled	participants	either	dot	“underestimators”	or
“overestimators.”	As	before,	people	were	kind	to	their	own	group	but	cruel	to
the	other	group:	“Sure,	he	may	look	friendly,	but	I	don’t	want	my	taxes	going
to	a	dot	overestimator!”	This	favoritism	may	seem	absurd,	but	likely	no	more
absurd	than	arguments	between	Catholics	and	Protestants	sound	to	atheists	or
debates	between	academics	sound	to	nonacademics.

Perhaps	the	most	elegant	minimal-groups	study	was	conducted	in	1968	by
Mrs.	Jane	Elliott,	a	third-grade	teacher	in	rural	Iowa.	Following	the
assassination	of	Martin	Luther	King	Jr.,	she	wanted	her	students	to	learn
firsthand	about	the	pernicious	effects	of	prejudice.	As	her	students	were	all
white	and	Christian,	she	made	a	new	racial	distinction—proclaiming	that



children	with	brown	eyes	were	inferior	to	children	with	blue	eyes.	In	no	time
the	blue-eyed	children	grew	smug	and	powerful	and	treated	their	brown-eyed
classmates	with	condescension	and	cruelty,	seeing	them	as	less	than	human.
Many	dark-eyed	children	took	this	mistreatment	to	heart,	believing	that	their
eye	color	justified	the	callousness	of	their	cerulean-eyed	masters.	Other
brown-eyed	children	chafed	under	this	subjugation,	acting	out	against	the
society	that	devalued	them.	Based	on	one	simple	statement	about	the	value	of
iris	pigmentation,	Mrs.	Elliott	had	created	a	robust	racial	structure	remarkably
similar	to	that	of	modern	America.8

Along	similar	lines,	social	psychologist	Muzafer	Sherif	conducted	the
classic	“Robber’s	Cave”	study	at	a	boys’	summer	camp.	The	camp	had	two
clusters	of	cabins	divided	by	a	small	forest,	and	boys	were	randomly	assigned
to	one	side,	“the	Eagles,”	or	the	other,	“the	Rattlers.”	In	short	order	the	boys
had	bonded	strongly	within	their	own	groups	and	held	nothing	but	contempt
toward	the	other	group,	despite	being	fundamentally	all	the	same.9	In	real	life,
boys	no	older	than	those	of	the	Robber’s	Cave	study	are	told	that	they	are	a
Crip	(blue)	or	a	Blood	(red)	and	are	expected	to	show	unwavering	allegiance
to	their	brothers	and	ruthless	cruelty	to	their	rivals.	The	boys	from	Sherif’s
study	used	sticks	and	stones	to	claim	the	forest	as	their	own,	whereas	those	in
gangs	use	handguns	to	claim	drug-distribution	territory,	but	the	psychological
underpinnings	are	the	same.	Superficial	differences	grow	to	be	extremely
meaningful,	leading	group	members	to	deny	their	rivals	minds	and	moral
rights.

Whether	in	real	life	or	in	experiments,	intergroup	conflict	arises	from
different	identities.	You	and	your	friends	are	black,	French,	atheist	dot
overestimators,	whereas	“they”	are	all	white,	Russian,	religious	dot
underestimators.	The	divisive	power	of	identity	suggests	that	its	elimination
might	erase	the	conflict	between	people.	If	people	were	truly	“color-blind,”	as
well	as	“religion-blind”	and	“dot-estimation-blind,”	would	they	still	form
“us”	and	“them”?	Our	research	suggests	that	they	would.	Even	without
identity,	group	formation	is	as	easy	as	1-2-3.

To	get	groups	to	form	in	a	population	of	people,	you	need	only	three
elements.	The	first	is	the	opportunity	for	kindness	or	cruelty,	situations	in
which	two	people	can	interact	either	nicely	or	nastily.	The	second	is
reciprocity,	the	technical	term	for	paying	people	back.	Reciprocity	is	when
you	are	friendly	to	people	who	treat	you	nicely	and	unfriendly	to	people	who
treat	you	nastily.	Over	time	reciprocity	can	make	for	best	friends	or	mortal
enemies.	Imagine	that	the	first	time	you	meet	someone,	they	compliment	your
clothes.	This	leads	to	a	feedback	cycle	in	which	you	compliment	them	and	the



two	of	you	talk	about	your	common	interests,	grab	coffee,	see	movies
together,	and	become	lifelong	friends.	Conversely,	imagine	that	the	first	time
you	meet	someone,	they	insult	your	clothes.	This	starts	a	very	different
feedback	cycle	in	which	you	insult	their	clothes	and	the	two	of	you	spread
vicious	rumors	about	each	other,	vandalize	each	other’s	homes,	and	seduce
each	other’s	spouses.

To	move	beyond	individual	friends	and	enemies	to	groups	of	“us”	and
“them,”	we	need	the	third	element,	transitivity.	Transitivity	means	sharing
your	friends’	opinion	of	others—liking	your	friends’	friends	and	disliking
your	friends’	enemies.	Transitivity	is	typically	established	via	gossip,	in
which	two	people	discuss	the	deeds	of	mutual	acquaintances	and	align	their
perceptions	accordingly.	“Did	you	hear	about	Becky?”	“She’s	so	sneaky.”	“I
hate	her!”	“Me	too!”	When	transitivity	doesn’t	hold,	awkwardness	results—
just	try	making	fun	of	your	best	friend’s	spouse	or	your	spouse’s	best	friend.

With	an	interdisciplinary	crew	including	evolutionary	biologist	Dave
Rand,	sociologist	Kevin	Lewis,	and	social	psychologist	Mike	Norton,	we
programmed	a	computer	simulation	in	which	mindless,	identity-less	agents
interacted	with	reciprocity	and	transitivity.	As	expected,	these	simple	agents
robustly	clustered	into	stable	groups	characterized	by	in-group	cooperation
and	out-group	cruelty.*	Of	course,	the	agents	in	our	computer	simulations	are
far	less	sophisticated	than	real	people,	but	that’s	the	point.	If	simple	computer
agents	inevitably	cluster	into	groups,	there	is	no	doubt	that	real	humans—with
entrenched	identities,	races,	and	religions—will	also	form	groups.

There	seems	to	be	no	avoiding	“us”	and	“them,”	but	some	group
landscapes	encourage	more	ruthlessness	than	others.	Competition	for
resources	is	the	catalyst	that	turns	“them”	into	“enemies”	and	transforms
dislike	into	cruelty.	In	the	land	of	plenty	there	is	no	need	to	fight,	but	when
resources	are	tight,	competition	becomes	a	matter	of	survival—and	it’s	easier
to	win	if	you	have	a	group	backing	you	up.

The	link	between	resource	competition	and	intergroup	hostility	is	neatly
demonstrated	by	comparing	chimpanzees	with	bonobos.	Both	primates	are
evolutionary	cousins	of	humans,	but	they	have	very	different	temperaments
and	social	structures.	Chimpanzees	(Pan	troglodytes)	have	a	male-dominated
society,	are	quick	to	aggress,	and	form	gangs	that	mercilessly	eliminate
enemies.10	If	a	male	stumbles	alone	into	enemy	territory,	rival	chimpanzees
will	attack	with	overwhelming	force,	often	ripping	off	his	face	and	testicles
(so	he	won’t	have	any	vengeful	heirs).11	Chimpanzees	will	also	cannibalize



the	babies	of	rivals12	and	have	been	known	to	bite	off	the	fingers	of	humans
who	study	them.13

In	contrast	to	the	male-dominated	chimpanzees,	bonobos	(Pan	paniscus)
are	female	dominated	and	solve	problems	with	sex	instead	of	violence.	In
fact,	they	have	sex	all	the	time,	not	only	standard	female-with-male	but	also
other	combinations.	Female-with-female	genital-on-genital	rubbing	is	a
popular	way	to	cement	power	alliances	and	demonstrate	bonds	of	friendship
and	is	certainly	more	exciting	than	meeting	for	coffee.	Of	course,	bonobos
still	have	conflicts	and	will	sometimes	act	violently,	but	much	less	so	than
chimpanzees.

The	difference	between	these	two	species	lies	in	resource	competition
across	evolutionary	history.	Chimps	live	on	the	north	side	of	the	Congo	River,
a	territory	shared	with	gorillas,	which	eat	much	of	the	same	food.14	Bonobos
live	on	the	south	side	of	the	Congo	River,	without	gorillas	and	therefore	with
less	competition	for	food.	The	perennial	dearth	of	food	on	the	north	side
compels	chimpanzees	to	band	together	in	ruthless	gangs,	fighting	for	the
meager	remaining	resources.	The	abundance	of	food	on	the	south	side	allows
bonobos	to	instead	spend	their	days	indulging	their	insatiable	nymphomania.

Figure	23:	Chimps	(left)	and	Bonobos	(right)
Increased	resource	competition	means	that	chimps	are	more	aggressive	than	bonobos,	who	often	solve
problems	with	sex.

Humans	share	an	evolutionary	legacy	with	both	chimpanzees	and
bonobos,	but	news	headlines	suggest	that	we	may	be	more	like	chimps	than
bonobos.	Humans	often	face	resource	competition,	form	gangs,	and	act
ruthlessly	toward	enemies.	Recent	research	shows	that	resource	scarcity
deepens	divisions	between	“us”	and	“them,”	leading	people	to	endorse



stereotypes	of	other	races	and	deny	them	resources.15	This	potential	for
cruelty	is	facilitated	by	the	ambiguity	of	mind	perception;	just	as	we	can	give
mind—and	moral	rights—to	the	relatively	mindless,	so	too	can	we	can	take	it
away	from	the	minded,	seeing	“them”	as	less	than	human.

When	we	dislike,	fear,	compete	with,	or	even	lust	after	other	people,	we
dehumanize	them,	stripping	perceived	mind	and	casting	them	out	of	the	mind
club.	Just	as	we	perceive	mind	along	the	two	dimensions	of	agency	and
experience,	so	too	can	we	deny	mind	along	them.	Stripping	away	agency
moves	people	away	from	the	top	right	of	the	mind	map	we	revealed	in	chapter
1	(high	agency,	high	experience)	toward	the	top	left	(low	agency,	high
experience).	As	this	location	is	occupied	by	animals,	this	form	of
dehumanization	is	called	“animalizing.”

Stripping	away	experience	again	moves	people	away	from	the	top	right	of
the	mind	map	and	toward	the	bottom	right	(high	agency,	low	experience).	On
the	farthest	right	we	have	God,	but	this	is	too	exalted	a	position	for	“them.”
Instead	we	must	drift	somewhat	left	to	the	robot;	when	we	deny	others
experience,	we	dehumanize	by	likening	them	to	machines,	a	process	called
“mechanization.”

These	two	forms	of	dehumanization	were	coined	by	Australian
psychologist	Nicholas	Haslam16	and	his	colleagues	Stephen	Loughnan	and
Brock	Bastian.	They	should	remind	you	of	the	mind-perception	fault	line
revealed	in	chapter	1	and	the	idea	of	moral	typecasting	we	covered	in	chapter
4	on	patients.	Animalizing	and	mechanizing	reinforce	the	idea	that	people	are
often	seen	as	either	vulnerable	feelers	(when	they	are	animalized)	or	thinking
doers	(when	they	are	mechanized).	Dehumanization	typically	turns	“them”
into	either	unfeeling	doers	or	unthinking	feelers.

Perhaps	the	clearest	example	of	animalizing—of	stripping	agency—is
found	in	early	accounts	of	Europeans	who	explored	Africa;	they	regaled
Victorian	Britain	with	stories	of	barbaric	“savages.”	These	Africans	were
portrayed	as	animals	or	children,	as	emotional,	fearful,	angry,	and	joyous	but
seldom	capable	of	self-control,	rationality,	or	morality.17	White	men	believed
that	it	was	in	the	best	interests	of	the	“savages”	to	have	white	men	keep	them
safe	but	subservient,	much	like	pets.	The	same	sentiment	existed	in	America,
with	Secretary	of	State	John	Calhoun	stating	in	1844,	“The	African	is
incapable	of	self	care	and	sinks	into	lunacy	under	the	burden	of	freedom.	It	is
mercy	to	give	him	the	guardianship	and	protection	from	mental	death.”18	This
paternalism	helped	to	rationalize	partitioning	sovereign	states	into	colonies,
waging	war	against	resistance,	and	raiding	natural	resources.	Even	more



pernicious,	animalizing	was	used	to	justify	slavery;	just	as	ranchers	kept	a
stable	of	helpful	livestock,	so	too	did	white	landowners	keep	a	stable	of
helpful	humans,	often	treating	them	no	better	(and	sometimes	much	worse)
than	actual	livestock.

Colonialism	is	now	out	of	vogue,	but	animalization	is	still	present	in
modern	society,	if	more	subtly.	In	America	it	manifests	itself	most	powerfully
with	stereotypes	of	black	people,	as	research	finds	that	people	are	quicker	to
associate	images	of	apes—and	apelike	descriptions—with	black	people	than
with	white	people.19	Some	of	these	qualities,	such	as	aggressiveness,
toughness,	and	strength,	may	seem	positive	in	contexts	such	as	sports,	where
fans	praise	the	ferocity	of	linebackers	and	the	hunger	of	basketball	players,
but	can	have	insidious	effects	upon	racial	equality—who	wants	to	hire	an
animalistic	CEO?20	Of	course,	these	stereotypes	ignore	powerful	agentic
exemplars	such	as	President	Barack	Obama	and	anti-Apartheid	revolutionary
Nelson	Mandela,	but	they	still	persist.	In	2012,	at	the	Republican	National
Convention,	two	people	were	thrown	out	for	tossing	handfuls	of	peanuts	at	a
black	CNN	camerawoman,	saying,	“This	is	how	we	feed	animals.”21	There
were	clearly	animals	there,	but	they	weren’t	the	camerawoman.



Figure	24:	Historical	Animalization
Anti–civil	rights	propaganda	links	African	Americans	to	apes.

ILLUSTRATION	FROM	A	NATIONAL	STATES’	RIGHTS	PARTY	PAMPHLET.

As	a	form	of	dehumanization,	animalizing	leads	perceivers	toward
paternalism	and	condescension.	As	we’ve	seen	in	previous	chapters,
perceiving	entities	as	vulnerable	feelers	makes	people	want	to	protect	them



and	extend	them	at	least	some	moral	rights.	On	the	other	hand,	mechanizing
leads	perceivers	toward	fear	and	outright	hatred.	Perceiving	entities	as
unfeeling	and	robotic	thinking	doers	makes	people	want	to	blame	them,	not
protect	them.	If	you	remember	the	“Baby	vs.	Robot”	thought	experiment—
and	the	mind	survey—from	chapter	1,	we	both	hold	machines	morally
responsible	and	allow	them	to	be	destroyed.

Anti-Semitism	often	exemplifies	mechanizing,	portraying	Jewish	people
as	powerful	but	unsympathetic,	as	wealthy	but	ruthless.	One	quote	by	Martin
Luther,	the	sixteenth-century	Protestant	reformer,	is	revealing:	“But	the	Jews
are	so	hardened	that	they	listen	to	nothing.	.	.	.	It	is	a	pernicious	race,
oppressing	all	men	by	their	usury	and	rapine.	If	they	give	a	prince	or
magistrate	a	thousand	florins,	they	extort	twenty	thousand	from	the	subjects
in	payment.	We	must	ever	keep	on	guard	against	them.”22	To	use	the	terms	of
the	mind	survey,	Luther	portrays	Jewish	people	as	high	in	agency,
emphasizing	their	capacity	for	intending	and	planning	complex	conspiracies
regarding	business,	politics,	and	banking.

Similar	mechanizing	stereotypes	of	Asian	Americans	have	been	recently
bolstered	by	Amy	Chua,	the	Chinese	American	who	wrote	Battle	Hymn	of	the
Tiger	Mother.	Chua	believes	that	Western	mothers	focus	too	much	on	their
children’s	feelings	and	not	enough	on	their	deeds,	thereby	limiting	their
capacity	to	succeed.	In	contrast,	she	minimizes	the	feelings	of	her	children
and	focuses	exclusively	on	their	agency,	driving	them	toward	perfection.	One
instructive	quote	from	Chua	to	her	children:	“If	the	next	time’s	not	perfect,
I’m	going	to	take	all	your	stuffed	animals	and	burn	them.”23



Figure	25:	WWII	Mechanizing	Propaganda
American	propaganda	implying	that	the	Japanese	are	not	only	evil	but—unlike	Americans—will	never
feel	the	need	for	relaxation.

As	these	examples	begin	to	show,	people	feel	threatened	by	those	they
mechanize,	because	machines	are	solely	thinking	doers,	invulnerable	and
unstoppable.	For	example,	the	animated	Disney	World	War	II	propaganda
film	Education	for	Death:	The	Making	of	the	Nazi	describes	a	young	man
raised	to	be	a	fearsome	Nazi	soldier.	As	he	goose-steps	monotonously	to	a
drum,	the	narrator	intones,	“In	him,	there	is	no	seed	of	laughter,	hope,
tolerance	or	mercy.	For	him,	only	heiling	and	marching,	marching	and
heiling.”24	The	frightening	picture	of	relentless,	killing	robots	means	that



mechanized	peoples	are	separated	from	the	general	population,	such	as
Japanese	Americans	in	the	internment	camps	of	World	War	II	or	Jews	in	the
concentration	camps	of	the	Holocaust.

Both	mechanizing	and	animalizing	are	paths	to	dehumanization,	but	they
are	paths	to	partial	dehumanization.	In	both	these	cases	people	still	keep	half
their	minds,	just	as	they	do	in	moral	typecasting,	and—as	in	moral
typecasting—there	are	often	compensatory	perceptions.	Stereotypes	of	black
people	that	deny	their	agency	also	highlight	their	experience	as	more
emotional,	more	filled	with	sexual	desire,	and	more	in	tune	with	their	bodies.
Mechanizing	people	denies	their	experience	but	simultaneously	emphasizes
their	agency.	In	contrast	to	this	partial—and	compensatory—dehumanization,
the	most	extreme	dehumanization	involves	total	stripping	of	mind,	the	denial
of	both	agency	and	experience.	Rather	than	animalizing	or	mechanizing,	we
can	call	this	dehumanization	objectification,	seeing	someone	not	as	an	animal
or	robot	but	as	an	object	without	any	mind	at	all.

This	most	extreme	form	of	denied	mind	and	dehumanization	is	best
exemplified	by	genocide.	Although	other	Nazis	may	have	seen	the	Jews	as
threats,	Adolf	Eichmann,	the	SS	Obersturmbannführer	(lieutenant	colonel)
who	implemented	Hilter’s	“Final	Solution,”	saw	them	as	a	mere	logistical
challenge.	He	wondered	how	to	design	train	schedules	to	most	effectively
move	the	Jews	to	concentration	camps	and	how	to	best	execute	them	and
dispose	of	their	bodies.	Likewise,	gas	chambers	were	designed	not	to	inflict
maximum	suffering	but	instead	to	be	maximally	efficient,	killing	the	most
people	in	a	way	that	was	both	time	and	cost	effective.

Beyond	the	extreme	example	afforded	by	the	Holocaust,	we	ignore	the
minds	of	others	in	everyday	life—such	as	homeless	people—because	they
hold	no	instrumental	value.	In	daily	life	different	people	can	fulfill	different
goals.	A	librarian	can	help	you	find	an	old	book,	a	friend	can	help	set	you	up
with	a	date,	but	a	homeless	person	seems	to	help	you	with	nothing	but
feelings	of	guilt.	This	renders	them	not	only	mentally	invisible	but	also
physically	invisible.	Studies	by	Jazmin	Brown-Iannuzzi	and	Keith	Payne	at
the	University	of	North	Carolina	reveal	that	people	completely	fail	to	see
homeless	people	in	a	visual	scene	unless	the	homeless	people	can	fulfill	a
specific	goal	for	the	perceiver.	As	we	saw	in	chapter	3	on	machines,	we	see
minds	when	they	are	useful	to	us;	it	also	seems	that	we	ignore	them	when
they	are	not	useful.

Not	only	can	hate,	fear,	and	indifference	lead	to	dehumanization,	but	so
can	love—or	at	least	lust.	If	you	and	your	friends	discussed	the	talents	and



characteristics	of	adult	film	stars,	words	that	likely	wouldn’t	come	up	are
“intellectual,”	“cerebral,”	“perspicacious,”	and	“generously	endowed.”	Okay,
maybe	that	last	one,	but	the	key	is	that	we	seem	not	to	associate	sex	with
mental	characteristics.	In	fact,	there	seems	to	be	a	tension	between	seeing
someone	as	a	beautiful	mind	and	seeing	someone	as	a	beautiful	body.

Sex	makes	us	think	of	concrete	parts	of	someone—chest,	abs,	butt—
whereas	a	mind	is	the	whole	of	a	person,	an	abstract	identity.	Sex	seems	to
focus	our	attention	on	the	physical	and	lead	us	to	ignore	the	mental.	This	fact
was	not	lost	on	the	eighteenth-century	philosopher	Immanuel	Kant,	who
wrote,	“Sexual	love	makes	of	the	loved	person	an	Object	of	appetite;	as	soon
as	that	appetite	has	been	stilled,	the	person	is	cast	aside	as	one	casts	away	a
lemon	which	has	been	sucked	dry.”25	Of	course,	lemon	sucking	and	sex	may
seem	to	differ	in	enjoyability,*	but	the	point	is	clear—people	who	are
sexualized	are	seen	as	simply	a	means	to	achieving	satisfaction	and	not	as
people	themselves.

A	more	contemporary	philosopher,	Martha	Nussbaum,	makes	a	similar
point,	suggesting	that	sexualizing	others	objectifies	them,	stripping	them	of
their	autonomy	and	their	subjectivity—i.e.,	their	perceived	agency	and
experience.26	Technically,	both	men	and	women	can	be	objectified,	but
research	on	sexual	objectification	typically	centers	on	the	objectification	of
women	by	men,	such	as	via	the	“male	gaze,”	that	lingering,	up-and-down	leer
bestowed	upon	professional	women	as	they	walk	by	construction	sites.27

Objectification	not	only	unnerves	recipients	but	also	systematically
undermines	gender	equality.	A	woman	seen	in	terms	of	her	body	is	unlikely	to
be	first	in	line	for	a	promotion,	although	she	may	have	intelligence	and
ambition	in	spades.	We	want	an	incisive	mind	to	lead	and	manage,	not	a
shapely	behind,	and	the	more	we	focus	on	the	latter,	the	less	we	think	of	the
former.	Unfortunately,	norms	of	fashion	and	appearance	mean	that	there	is	no
easy	way	out	of	this	problem;	a	woman	who	wears	a	burlap	poncho	to	work
may	avoid	the	leers	of	her	male	colleagues	but	will	also	seem	strange	and
unattractive.	In	infuriating	unfairness,	women	are	punished	both	for	being	too
attractive	and	for	being	too	unattractive.

For	an	obvious	example	of	the	objectification	of	women,	just	open	a
magazine.	It	doesn’t	even	have	to	be	a	men’s	magazine;	you	can	use	a
women’s	magazine	or	even	a	current-events	magazine.	You’ll	immediately
notice	that	while	men	are	often	depicted	by	just	their	faces,	women	are	often
depicted	as	full	bodies,	sometimes	fully	clothed	but	more	often	revealing
substantial	skin.28	The	difference	between	depictions	of	men	and	women	is



called	“face-ism”	because	women’s	faces	occupy	much	less	space	in	ads	than
men’s	faces.29	Face-ism	reduces	perceptions	of	agency	because	it	is	the	face
—and	not	the	chest—that	conveys	our	thoughts	and	goals.30

Figure	26:	Objectifying	Women
In	advertising,	women’s	bodies	are	often	shown,	whereas	men	are	often	depicted	solely	by	their	faces,	a
phenomenon	called	“face-ism.”

CREDIT	SHAWN	DALEY.

It’s	clear	that	seeing	someone	as	a	body	strips	away	perceived	agency,	but
is	the	same	true	about	experience?	When	you	wear	a	revealing	outfit,	do
people	deny	you	both	the	ability	to	think	and	act	and	the	ability	to	feel	and
sense?	To	answer	this	question,	we	teamed	up	with	philosopher	Joshua	Knobe
and	psychologists	Paul	Bloom	and	Lisa	Feldman	Barrett.	There	were	two
competing	hypotheses.	The	“object”	hypothesis,	advanced	by	centuries	of
philosophy,	suggests	that	focusing	on	the	body	strips	away	all	mind—both
agency	and	experience.

The	other	hypothesis	will	be	familiar	to	you	from	chapter	4	on	patients.	It
is	the	“typecasting”	hypothesis.	Instead	of	stripping	away	all	mind,	the
typecasting	hypothesis	suggests	that	seeing	someone’s	body	will	actually
increase	perceived	experience.	Reflecting	the	fault	line	between	agents	and



patients,	typecasting	predicts	that	the	less	you	are	seen	as	a	thinking	doer,	the
more	you’ll	be	seen	as	a	vulnerable	feeler.	More	skin	equals	more	sensation.

To	test	these	competing	hypotheses,	we	asked	participants	to	rate	the
minds	of	male	and	female	models,	judging	their	capacities	for	thought,
planning,	and	self-control	(agency),	and	for	pain,	pleasure,	desire,	and	fear
(experience).	These	models	were	depicted	by	face	only	or	by	both	face	and
(toned)	body.	As	predicted	by	both	hypotheses,	people	ascribed	less	agency	to
models	when	their	bodies	were	visible.	Importantly,	a	visible	body	also	led	to
the	increased	perception	of	experience.	Half-naked	men	and	women	were
seen	as	more	capable	of	sensation	and	emotion—consistent	with	typecasting.

Another	test	of	these	hypotheses	used	stimuli	from	the	portrait	book	XXX:
30	Porn	Star	Portraits	by	Timothy	Greenfield-Sanders.	This	book	is	an
experimental	psychologist’s	dream	because	it	contains	identically	posed,
identically	made	up,	and	identically	lit	adult	film	stars	photographed	either
clothed	or	completely	naked,	enabling	researchers	to	isolate	the	precise	effect
of	nakedness.	When	people	rated	the	minds	of	the	exact	same	adult	film	star
either	naked	or	clothed,	they	saw	the	naked	version	as	less	capable	of	thinking
but	as	more	capable	of	feeling,	again	consistent	with	typecasting.31

This	nakedness-induced	typecasting	applies	not	only	to	men	viewing
women	but	also	occurs	when	women	view	men’s	bodies,	when	women	view
women’s	bodies,	and	when	men	view	other	men’s	bodies,	suggesting	that	it
might	be	more	general	than	objectification.	As	people	generally	see	bodies	in
terms	of	experience	and	not	agency,	it	suggests	that—whether	you	are	male	or
female—you	should	wear	conservative	clothing	on	job	interviews	and	show	a
little	more	skin	if	you	want	someone	to	pay	attention	to	your	experience,
sexually	or	otherwise.	Just	as	with	those	“savages”	we	encountered	earlier,
our	research	suggests	that	we	animalize	those	who	show	skin.	However,	we
should	note	that—as	occurs	often	in	science—some	other	studies	provide
some	evidence	for	objectification.32	What	distinguishes	times	when	we
typecast	and	animalize	others	from	those	when	we	completely	objectify?	One
possibility	is	faces.	In	all	our	studies	people	could	see	the	face	of	the	target
(whether	they	could	see	the	person’s	body	or	not),	whereas	in	some	other
studies,	people	might	see	only	the	body,	with	the	head	out	of	the	frame.	If	you
are	staring	at	a	headless	body—a	collection	of	shapely	legs,	breasts,	or
buttocks—you	might	forget	that	it	belongs	to	a	person	capable	of	agency	or
experience.	Minds	belong	to	people,	not	to	body	parts.

Another	factor	that	may	flip	the	switch	between	typecasting	and
objectification	is	sexism,	which	comes	in	two	flavors.	One	kind	of	sexism	is



“benevolent	sexism,”	which	characterizes	women	as	good	and	kind	but	also
emotional	and	vulnerable—just	as	typecasting	suggests.	Benevolent	sexism
provides	the	basis	for	chivalry,	putting	women	on	a	pedestal	and	seeking	to
protect	them	from	the	cruel	world	of	men.	The	other	kind	of	sexism	is	“hostile
sexism,”	which	is	more	fitting	in	this	chapter	on	the	enemy.	Hostile	sexism
holds	women	as	incompetent	and	inferior	but	also	as	manipulative	and
conniving.	When	someone	calls	a	woman	a	“shrew”	or	a	“bitch,”	they	are
exhibiting	this	overtly	negative	form	of	sexism.

It	appears	that	hostile	sexism	involves	withholding	both	agency	and
experience	from	women	depicted	as	bodies.	In	one	study	psychologists	Mina
Cikara,	Jennifer	Eberhardt,	and	Susan	Fiske	placed	hostile-sexist	men	in	an
MRI	scanner	and	showed	them	pictures	of	bikini-clad	women.	Normally,
pictures	of	other	people	activate	neural	regions	associated	with	mind
perception,	but	these	brain	areas	were	conspicuously	silent	in	these	hostile-
sexist	men.	Instead,	the	active	neural	regions	were	associated	with	tools,	like
hammers,	screwdrivers,	and	saws:	these	men	saw	scantily	clad	women	not	as
people	but	as	something	to	be	used	and	manipulated	to	satisfy	their	own
desires,	just	as	Kant	suggested	centuries	ago.33

Nakedness	can	reduce	mind	perception,	but	some	people—those	with
autism—have	trouble	seeing	mind	even	when	others	are	full	dressed.	Autism
affects	one	out	of	eighty-eight	children	and	is	defined	by	“difficulties	in	social
interaction,	verbal	and	nonverbal	communication	and	repetitive	behaviors.”34

Informally,	autism	has	been	called	“mindblindness”35	because	it	reflects	an
inability	to	simulate36	or	theorize37	the	minds	of	others	(the	two	processes	of
understanding	minds	we	discussed	in	chapter	4	on	the	patient).	Whereas
people	typically	cannot	help	but	see	personality	in	pets	and	emotions	in
robots,	those	with	autism	have	difficulty	understanding	these	mental	states
even	in	other	people.

The	most	eminent	autism	researcher	is	Simon	Baron-Cohen.*	He	has
designed	many	tests	for	assessing	this	disorder,	which	have	revealed	that
autism	is	not	a	matter	of	“on”	or	“off.”	Instead	there	is	a	continuous
dimension	of	impaired	mind	perception,	called	the	“autism	spectrum.”	Those
moderately	high	on	the	spectrum	can	understand	minds	with	effort	but	often
miss	subtle	social	and	conversational	cues.	However,	people	on	the	spectrum
are	often	better	than	average	at	understanding	complex	systems	such	as	car
engines,	computer	programming,	or	philosophical	logic.38	This	helps	to
explain	why	holiday	parties	at	engineering	firms	are	often	a	bit	daunting;	few
people	like	being	trapped	in	a	conversation	about	the	finer	points	of	Java



versus	Perl,	especially	when	your	conversational	partner	mistakes	your	dead
eyes	and	binge	drinking	for	signs	of	interest.

Figure	27:	An	Image	from	the	“Mind	in	the	Eyes”	Test
What	is	she	feeling?	Encouraging,	sympathetic,	or	thoughtful?

S.	BARON-COHEN	ET	AL.,	“THE	‘READING	THE	MIND	IN	THE	EYES’	TEST	REVISED
VERSION:	A	STUDY	WITH	NORMAL	ADULTS,	AND	ADULTS	WITH	ASPERGER	SYNDROME
OR	HIGH-FUNCTIONING	AUTISM,”	JOURNAL	OF	CHILD	PSYCHOLOGY	AND	PSYCHIATRY	42
(2001):	241–51.

Although	those	on	the	spectrum	have	an	amazing	ability	to	remember
things	like	license	plates	and	phone	numbers,	they	have	difficulty	linking
facial	expressions	to	emotions.	This	is	nicely	illustrated	by	Baron-Cohen’s
“Mind	in	the	Eyes,”	in	which	participants	must	label	ambiguous	emotional
expressions.	Look	at	the	face	in	the	picture	below:	is	it	encouraging,
sympathetic,	thoughtful?	If	you	are	low	on	the	spectrum,	you	likely	picked
“thoughtful”	(even	though	you	may	have	second-guessed	yourself).	If	you	are
higher	on	the	spectrum,	this	may	have	posed	a	greater	challenge.	This	is
partially	because	those	higher	on	the	spectrum	simply	do	not	look	people	in
the	eyes	and	so	are	less	likely	to	catch	face-based	cues	to	emotion.39

Despite	their	difficulty	in	deciphering	the	exact	nature	of	others’
experience,	those	higher	on	the	spectrum	do	recognize	that	others	generally
have	experience.	They	cannot	tell	you	whether	someone	is	encouraging	or
thoughtful,	but	they	know	that	others	are	capable	of	feeling	something.	This
was	demonstrated	by	a	study	in	which	we	(together	with	Anna	Jenkins	and
Andrea	Heberlein)	gave	participants	the	mind	survey	while	also	testing	their
location	on	the	autism	spectrum.40	We	found	that	those	higher	on	the	autism
spectrum	saw	less	agency	in	adult	humans,	consistent	with	their	difficulties	in
recognizing	the	intentions	of	others.41	However,	we	found	no	association
between	participants’	level	of	autism	and	their	perception	of	experience.



Those	higher	on	the	autism	spectrum	still	recognize	that	others	can	be	in	pain
or	experience	pleasure	and,	moreover,	they	care	when	others	suffer.42

One	example	of	the	dissociation	between	caring	about	other	minds	and
being	able	to	accurately	gauge	their	contents	is	provided	by	NPR’s	All	Things
Considered.	This	episode	featured	Kristen	Finch,	a	woman	who	worked	with
autistic	kids	and	whose	marriage	was	in	trouble.	It	seemed	to	her	that	her
husband,	David,	was	selfish	and	insensitive,	rigid	and	reactive,	and	that	he
was	taking	her	for	granted.	She	was	quickly	becoming	resentful	of	him,	but
one	day	she	had	an	epiphany,	realizing	that	David	was	uncannily	similar	to
the	autistic	children	with	whom	she	worked.

She	dragged	him	to	a	computer	and	made	him	do	an	online	test.	Did	he
notice	patterns	in	things?	Yes.	Did	people	comment	on	his	unusual
mannerisms	and	habits?	Yes.	Consistent	with	her	intuitions,	the	test	revealed
that	David	was	high	on	the	autism	spectrum	(very	high—scoring	155	out	of
200).	David	cared	very	much	about	making	his	wife	happy	but	his	lack	of
mind	perception	denied	him	an	intuitive	grasp	of	how	to	achieve	that.	So	he
approached	his	wife	like	a	complex	mechanical	system	and	made	a	notebook
of	explicit	rules	to	follow.	The	marriage	tips	in	this	handbook	may	seem
obvious	to	most	people	but	not	to	him;	for	example,	“Don’t	change	the	radio
station	when	Kristen’s	singing	along.”43

Autism	is	one	disorder	of	mind	perception;	psychopathy	is	another.
Psychopaths	are	the	dark	cousins	of	those	with	autism;	whereas	those	with
autism	are	confused	but	caring,	those	with	psychopathy	are	cold	and
calculating.	Those	with	psychopathy	typically	can	understand	other	minds	but
seldom	care	enough	to	bother.	They	lack	empathy	for	others,	viewing	people
as	mere	tools	to	achieve	their	own	goals,	and	will	harm	others	without
compunction—they	truly	belong	in	this	chapter	on	the	enemy.

Psychologist	Hervey	Cleckley,	who	documents	many	cases	of
psychopathy	in	his	book	The	Mask	of	Sanity,44	tells	the	story	of	Gregory,	a
child	who	first	came	to	the	attention	of	a	psychiatrist	at	the	age	of	thirteen
after	setting	fire	to	the	local	cathedral.	Young	Gregory	had	once	walked	into
his	mother’s	bedroom	carrying	a	gun,	aimed	it	at	her,	and	pulled	the	trigger.
The	gun	malfunctioned	and	his	mother	survived	to	witness	Gregory’s	life	of
crime,	including	his	theft	of	a	police	cruiser	and	his	threatening	to	commit
suicide	by	jumping	off	a	bridge	unless	the	police	stopped	pursuing	him	(he
didn’t	and	was	arrested).	Gregory	had	an	easy	time	seducing	women	and
convincing	his	friends	that	he	cared,	but	his	mother	knew	that	beneath	his
charming	facade	Gregory	would	always	be	an	unfeeling	monster.



Psychopaths	can	often	recognize	the	thoughts	and	feelings	of	others—if
only	to	manipulate	them—but	they	do	have	trouble	understanding	when
others	are	in	distress.	Psychologist	Abby	Marsh	has	studied	this	phenomenon
in	children	with	antisocial	behavioral	patterns,	including	children	with
conduct	disorder,	who	are	likely	to	grow	into	full-blown	psychopaths.45	In	a
typical	study	she	presents	participants	with	pictures	featuring	actors	making
different	posed	emotional	expressions,	such	as	disgust,	anger,	and	fear.
Children	with	conduct	disorder	are	usually	quite	good	at	identifying	various
emotional	expressions,	except	when	it	comes	to	fear,	where	they	seem	to	lack
insight.46

An	instructive	story	comes	from	Essi	Viding,	a	professor	at	University
College	London	who	performed	a	similar	study,	asking	one	teenager	with
conduct	disorder	to	identify	the	emotional	state	of	someone	who	appeared
distressed	and	afraid.	The	teenager	said,	“I	don’t	know	what	that	expression	is
called,	but	I	know	it’s	what	people	look	like	right	before	I	stab	them.”	This
insensitivity	to	the	distress	of	others	may	stem	from	their	own	inability	to	feel
this	emotion.	Psychopaths	are	notoriously	calm	in	the	face	of	danger,	which
may	explain	why	some	amount	of	psychopathy	helps	people	succeed	in	high-
pressure	environments.	You	may	not	be	surprised	to	learn	that	CEOs	are	four
times	more	likely	to	qualify	as	psychopaths	than	the	general	population.47

Of	course,	being	a	psychopath	is	not	really	a	choice,	as	psychopaths	are
born	with	different	brains	from	the	rest	of	us.	Exactly	how	different	is	not
entirely	clear,	but	there	are	two	neural	regions	that	seem	to	matter:	the
ventromedial	prefrontal	cortex	(vmPFC)	and	the	orbital	prefrontal	cortex
(OPFC),	which	sit	roughly	behind	your	forehead	and	eyes,	respectively.
People	with	normal	vmPFCs	experience	emotional	twinges	when
contemplating	doing	harm	or	even	taking	risky	gambles,	but	those	with
damaged	vmPFCs	do	not—just	like	psychopaths.48	Likewise,	people	with
normal	OPFCs	control	their	impulses,	whereas	those	with	damaged	OPFCs
act	out	their	desires,	even	if	antisocial—also	just	like	psychopaths.49	The
biological	basis—and	the	relative	innateness—of	psychopathy	poses	a
problem,	as	we	typically	don’t	hold	people	responsible	for	innate	biological
differences.	If	you	were	born	without	fingers,	no	one	would	hold	it	against
you	if	you	couldn’t	play	the	piano,	so	should	we	hold	it	against	psychopaths
that	they	were	born	without	empathy?

This	question	divides	the	legal	system,	with	answers	depending	on	how
psychopathy	is	framed.	One	study	with	real	judges	as	participants	revealed
that	psychopaths	were	given	more	blame	than	nonpsychopaths,	unless



psychopathy	was	framed	as	a	biological	disorder—and	then	they	were	given
less	blame.50	In	the	terms	of	mind	perception,	the	question	is	whether	a
psychopath	is	an	agent	or	a	patient.	Certainly	psychopaths	are	capable	of
acting	and	planning,	but	they	are	also	victims	of	their	own	miswired	brains.51

Either	way,	psychopaths	seem	very	different	from	normal	people,	but
before	you	get	too	smug,	consider	the	example	at	the	beginning	of	the
chapter,	in	which	“normal”	people	perpetrate	torture	on	innocent	victims.
How	can	someone	who	loves	his	wife,	his	mother,	and	his	dog	not	only	be
comfortable	with	the	suffering	of	others	but	be	happy	to	cause	it?

The	suffering	of	others	typically	makes	us	pity	and	protect	them,	but	not
when	it	confronts	us	too	closely.	When	the	injustice	of	harm	is	overpowering,
we	react	by	denying	its	injustice	and	seeing	harm	as	justified	and	deserved.52
Take	the	case	of	rape,	in	which	people	often	look	to	blame	the	victim	and
rationalize	the	crime,	asking	whether	she	was	drinking	or	what	she	was
wearing.	People	have	a	deep	need	to	see	the	world	as	fair	and	just,	and	so	they
believe	that	people	have	gotten	what	they	deserve,	even	when	the	harm	is
fundamentally	undeserved.53	They	want	to	know	that	terrible	things	won’t
happen	to	them,	that	there	is	method	in	the	world’s	madness.	With	torture,	a
just	world	entails	that	victims	deserve	their	suffering,	and	so	we	look	for
reasons	to	blame	the	victim.	In	the	case	of	Mohamedou	Ould	Slahi,	the
Guantanamo	Bay	detainee	we	met	at	the	beginning	of	the	chapter,	we	imagine
there	must	be	reasons	for	his	treatment—perhaps	he	hung	out	with	the	wrong
people	or	made	some	poor	early-life	choices.

Belief	in	a	just	world	predicts	that	the	more	someone	suffers,	the	more
they	will	be	blamed.	This	prediction	of	“more	pain	=	more	blame”	directly
contradicts	the	predictions	of	moral	typecasting,	which	predicts	that	the	more
someone	suffers,	the	less	they	will	be	blamed.	Moral	patients	are	generally
not	seen	as	moral	agents,	so	what	explains	the	blaming	of	victims?	We
suspected	that	the	key	difference	between	situations	of	typecasting	and
situations	of	just-world	belief	is	whether	a	victim’s	suffering	directly	relates
to	the	observer.	With	rape	it	is	often	those	who	are	most	similar	to	the	victim
who	blame	her	most.	Other	young	women	want	to	think,	“If	I	simply	wear
sensible	clothes	and	watch	my	drinking,	then	this	could	never	happen	to	me.”
Just-world	belief	means	that	even	more	than	those	who	are	similar	to	victims,
those	who	are	complicit	in	someone’s	suffering	will	blame	the	victim.	People
want	to	believe	themselves	to	be	good	people,	and	good	people	don’t	harm
others	unless	they	deserve	it.



To	compare	the	predictions	of	typecasting	(suffering	leads	to	perceived
innocence)	and	those	of	the	just-world	belief	(suffering	leads	to	perceived
guilt),	we	designed	a	study	in	which	participants	listened	to	an	episode	of
torture.	This	“torture”	consisted	of	putting	the	hand	of	a	female	confederate
into	a	bucket	of	ice.	Importantly,	she	reacted	in	one	of	two	ways.	In	the
nonpainful	condition	the	confederate	endured	the	ice	bath	stoically	and
displayed	no	real	discomfort.	In	the	painful	condition	the	confederate
whimpered,	groaned,	complained,	and	begged	to	have	her	hand	taken	out	of
the	icy	slurry.

These	two	conditions	were	crossed	with	another	distinction:	uninvolved
and	complicit.	In	the	uninvolved	condition	participants	listened	to	a	previous
recording	of	the	torture	(either	painful	or	nonpainful)	over	headphones.	In	the
complicit	condition	participants	first	met	the	confederate	and	then	sat	right
across	the	hall	from	her	while	the	torture	was	happening,	listening	in	on	a
one-way	intercom.

All	participants	then	evaluated	the	guilt	of	the	confederate,	estimating
how	likely	it	was	that	she	had	cheated	on	some	prior	task.	We	predicted	that
in	the	uninvolved	condition—when	people	only	listened	to	a	recording	of
torture—typecasting	would	apply,	such	that	less	blame	would	be	assigned	in
the	painful	condition	than	in	the	nonpainful	condition.	This	prediction	was
confirmed:	when	people	were	physically,	temporally,	and	psychologically
distant	from	the	torture,	they	linked	more	pain	to	less	guilt,	just	as	moral
typecasting	suggests.

Conversely,	in	the	complicit	condition	we	predicted	that	more	pain	would
be	linked	to	more	blame.	When	participants	are	closely	involved	in	the	torture
—and	could	have	stopped	it—there	should	be	motivation	for	them	to	see	it	as
justified.	This	prediction	was	also	confirmed:	when	people	were	physically,
temporally,	and	psychologically	close	to	the	torture,	they	linked	more	pain	to
more	guilt.

Although	this	lab	study	was	done	miles	away	from	Guantanamo	Bay,
these	psychological	processes	help	explain	the	debate	on	torture.	When
people	feel	distant	from	torture,	such	as	when	reading	about	it	in	the	New
York	Times	over	breakfast,	they	judge	its	victims	as	relatively	innocent.	But
when	people	feel	complicit	in	torture—whether	they	are	prison	guards,	CIA
decision	makers,	or	simply	citizens	who	voted	for	a	prointerrogation
government—they	justify	it	by	judging	its	victims	as	blameworthy	and
deserving	of	pain.



The	case	of	torture	demonstrates	that	we	are	all	conscientious	objectors
until	we	pull	the	trigger,	when	psychological	processes	engage	to	justify	our
behavior.	The	upshot	is	that	people	are	generally	unwilling	to	initially	pull	the
trigger,	because	of	the	power	of	empathy.	As	we	discussed	in	chapter	4	on	the
patient,	empathy	can	be	suppressed	or	exhausted	but	is	often	powerful	even	in
a	theater	of	war.	In	the	American	Civil	War,	it	is	rumored	that	many	soldiers
either	fired	over	the	heads	of	their	enemies	or	just	continually	loaded	their
muskets	without	ever	firing.

Modern	military	training	programs	grapple	with	how	to	turn	empathic
people	into	killing	machines,	often	instilling	unquestioning	obedience	to
authorities	and	a	powerful	sense	of	loyalty	toward	your	comrades.	If	the
commands	of	superiors	do	not	move	you,	then	you	are	moved	by	the
knowledge	that	failing	to	shoot	might	spell	death	for	your	friends.

Using	the	social	psychological	principles	we’ve	revealed	in	this	chapter,
the	American	military	also	encourages	the	division	between	“us”	and	“them”
by	using	words	like	“haji”	and	“raghead”	to	describe	Muslims.	Although
these	terms	are	dehumanizing,	they	are	often	seen	as	a	necessary	survival
tactic,	because	a	moment’s	hesitation	about	the	humanity	of	your	enemy
could	be	the	difference	between	your	life	and	death.54	Finally,	these	training
programs	automate	killing,	bending	thoughts	of	the	enemy	away	from	mind
perception	and	toward	reflexive	aggression.

Leaving	aside	perennial	debates	about	the	ethics	of	war,	one	pressing
issue	is	how	to	readjust	veterans	to	civilian	life.	What	does	a	killing	machine
do	when	there	is	no	killing	to	be	done?	Without	the	clear	structure	and	goals
afforded	by	war,	many	veterans	find	themselves	adrift	in	civilian	life.
Consider	one	poignant	scene	from	the	Academy	Award–winning	movie	The
Hurt	Locker,	in	which	the	protagonist,	a	soldier	used	to	defusing	bombs	every
day	in	Iraq,	stands	frozen	in	the	aisle	of	a	grocery	store,	pondering	what	kind
of	cereal	to	buy.	After	standing	so	often	in	the	crucible	of	life	and	death,
civilian	life	seems	so	inconsequential	to	him	that	he	yearns	to	return	to	war,
where	at	least	he	had	a	clear	sense	of	purpose.

Another	issue	for	those	who	return	from	war	is	their	entrenched	views	of
the	enemy.	After	you	have	been	trained	to	dehumanize	and	kill	foreign
Muslims,	it	is	difficult	to	reverse	that	process	and	see	American	Muslims	as
worthy	of	respect.	Even	Muslim	servicemen	have	been	attacked	for	their	faith
—cabdriver	and	U.S.	Army	reservist	Mohamed	Salim	was	assaulted	in	2013
by	a	passenger	who	called	him	a	“fucking	Muslim”	and	accused	him	of	being



a	jihadist.	Despite	the	clear	evidence	of	Salim’s	patriotism,	he	was	labeled	as
being	“just	as	bad	as	the	rest	of	them.”55

Perceptions	of	“us	versus	them”	also	persist	among	civilians,	especially
those	touched	by	conflict.	In	the	Middle	East	you	would	be	hard-pressed	to
find	someone	who	has	not—at	least	indirectly—been	harmed	by	the	actions
of	the	opposition.	Once	someone	is	your	enemy,	they	tend	to	stay	that	way
forever,	making	rapprochement	all	but	impossible.	Nevertheless,	even	if
conflicts	cannot	be	solved,	they	can	at	least	be	soothed,	and	one	way	to
reduce	intergroup	animosity	is	through	common	goals	that	require
cooperation.

In	the	classic	Robber’s	Cave	study,	the	war	between	the	Eagles	and	the
Rattlers	was	ended	by	introducing	superordinate	goals:	working	together	to
fix	a	broken	water	fountain,	pitching	in	to	cover	the	cost	of	a	movie
screening,	and	cutting	down	a	tree.	One	especially	powerful	unifying	goal	is
the	defeat	of	a	common	enemy,	because	everyone	finally	has	something	they
can	agree	upon.	If	movies	like	Independence	Day	and	Starship	Troopers	are
any	guide,	the	best	way	to	create	a	harmonious	human	brotherhood	is	through
the	threat	of	alien	invasion.	Slight	differences	in	skin	tone	seem	less	important
when	humankind	is	faced	with	extermination	by	ruthless	space	insects.	Of
course,	once	that	common	enemy	is	defeated,	there	is	nothing	stopping	the
revival	of	those	suppressed	sectarian	differences.

Perhaps	the	best	route	to	intergroup	harmony	is	through	soap	operas.	Yes,
soap	operas.	Working	on	the	ground	in	Rwanda,	Princeton	psychologist	Betsy
Levy	Paluck	has	investigated	whether	these	daytime	dramas	can	reduce	the
prejudice	between	the	Hutus	and	the	Tutsis.	To	refresh	your	memory,	the
Hutus	and	the	Tutsis	are	the	two	largest	cultural	groups	in	Rwanda	and	have
clashed	ever	since	the	time	of	colonialism.	This	conflict	spiked	in	1994,	when
the	Rwandan	government—consisting	primarily	of	Hutus—perpetrated
genocide	against	the	Tutsi	minority,	killing	more	than	half	a	million	of	them
(20	percent	of	Rwanda’s	population).56	Rwanda	has	since	stabilized,	but
prejudice	and	distrust	runs	understandably	deep.

One	intervention	to	address	this	animosity	is	Musekeweya	(pronounced
moo-say-kay-way-ah),	or	New	Dawn,	a	radio	soap	opera	featuring	cross-
group	friendships	and	romances	(like	a	Rwandan	Romeo	and	Juliet)	and	also
educational	messages	about	the	psychological	roots	of	violence.	After
randomly	assigning	these	radio	soap	operas	to	some	communities,	Paluck
found	that	people	in	these	communities	were	more	sympathetic	toward



victims	of	genocide,	more	positive	about	the	idea	of	intergroup	cooperation,
and	even	more	favorable	toward	intergroup	marriage.57

Even	without	mass-media	interventions,	people	can	spontaneously	rise
above	their	differences	and	treat	their	enemies	as	friends,	even	on	the
battlefield.	The	Christmas	Truce	is	a	touching	example	of	this.	In	December
1914,	after	months	of	bloodshed,	German	and	British	soldiers	started
exchanging	seasonal	greetings,	songs,	and	even	some	gifts.	This	warmth
increased	as	the	temperatures	cooled,	and	on	Christmas	Day	many	soldiers
climbed	out	of	their	trenches	into	no-man’s-land,	where	together	they	sang
carols	and	in	one	location	even	played	a	game	of	soccer.*58	Of	course,	World
War	I	went	on	to	claim	millions	of	lives	through	brutal	trench	warfare	and
poison	gas	attacks,	but	it	is	reassuring	to	know	that	the	flames	of	friendship
can	flicker	in	hurricanes	of	hostility.	Even	the	enemy	can	sometimes	be	our
friend.

Minds	are	a	matter	of	perception	and,	as	we’ve	seen	repeatedly,	these
perceptions	typically	follow	our	feelings.	When	we	feel	lonely	or	confused,
we	perceive	mind	to	help	us	out.	When	we	feel	love	toward	a	cryptomind
such	as	a	pet,	we	perceive	mind	to	make	it	human	and	give	it	moral	status.	In
this	chapter	we’ve	seen	how	the	exact	opposite	can	occur.	When	we	dislike
someone,	we	strip	them	of	mind	and	turn	them	into	a	mere	animal	or	machine
—or	just	an	object	to	be	destroyed.	Casting	people	out	of	the	mind	club	robs
them	of	their	moral	status	and	justifies	our	condescension	and	cruelty	to	them.
Unfortunately,	it	is	all	too	easy	for	people	to	become	enemies,	to	separate	into
groups	of	us	and	them,	if	only	on	the	basis	of	eye	color	or	number	estimation.
Coupled	with	the	aggression-promoting	effects	of	resource	scarcity,	it	is	no
surprise	that	many	people	live	in	fear	of	religious,	political,	and	gang
violence.

Although	it	may	seem	like	it	is	always	“other	people”	who	commit	crimes
of	hatred	and	apathy,	research	reveals	that	it	is	surprisingly	easy	to	turn	any	of
us—even	you,	gentle	reader—into	a	weapon	of	cruelty.	We	hope	that	after
reading	this	chapter	you	will	listen	a	bit	harder	for	the	sounds	of	mind	in	those
who	seem	different	from	you.	But	sometimes	even	listening	will	do	us	no
good—some	minds	are	completely	silent.





I

Chapter	6

THE	SILENT
n	1986	a	young	woman	and	her	husband	moved	to	Florida	to	start	new
jobs.	The	husband	was	a	restaurant	manager,	and	the	young	woman	worked

at	an	insurance	firm.	They	led	normal	lives,	but	the	young	woman	would
obsess	over	her	weight.	She	would	often	drink	large	amounts	of	water	and
iced	tea	to	keep	her	feeling	full	without	the	calories	of	food.	Unfortunately,
drinking	too	much	water	and	iced	tea	can	dilute	your	electrolyte	levels	and
cause	hypokalemia—extremely	low	levels	of	potassium—which,	in	turn,	can
cause	cardiac	arrest.	In	1990	the	husband	came	home	to	find	his	wife
facedown	and	unconscious,	without	a	pulse.	Paramedics	rushed	her	to	the
hospital,	where	doctors	quickly	restarted	her	heart,	but	by	the	time	it	had
resumed	beating,	she	had	suffered	permanent	brain	damage.	The	young
woman—though	technically	alive—never	woke	up	from	her	coma,	and	after	a
year	of	unresponsiveness	her	diagnosis	was	changed	to	persistent	vegetative
state	(PVS).

The	patient’s	name	was	Terri	Schiavo,	and	her	case	caused	a	hurricane	of
controversy.	Unlike	the	typical	patients	we	explored	in	chapter	4,	Terri	was
completely	silent	and	all	but	unresponsive.	After	a	number	of	unsuccessful
attempts	at	rehabilitation,	ranging	from	occupational	and	speech	therapy	to
experimental	brain	implants	and	simple	walks	in	the	park,	it	became	clear	to
Michael	Schiavo—Terri’s	husband—that	her	vegetative	state	was	permanent.

Terri	was	kept	alive	only	by	a	feeding	tube	that	skipped	her	unresponsive
throat	and	delivered	nutrients	straight	to	her	stomach.	In	1993	Michael	signed
a	DNR,	a	“do	not	resuscitate”	order,	which	meant	that	if	Terri	stopped
breathing,	doctors	would	not	try	to	revive	her.	Five	years	later	Michael
petitioned	to	have	the	feeding	tube	removed,	a	move	opposed	by	her	parents,
who	were	convinced	both	that	Terri	would	recover	and	that	euthanasia	was
immoral.

Michael	argued	that	Terri	would	not	have	wanted	to	be	kept	alive	in	this
state,	and	doctors	agreed	that	recovery	would	be	extremely	unlikely.	The
dispute	between	Michael	and	Terri’s	parents	pulled	in	state	and	federal
judges,	legislators,	and	lobbying	groups.	One	side	argued	for	Terri’s	right	to
die	and	the	other	for	her	right	to	stay	alive.	As	in	other	debates	about	life	and
death,	liberals	argued	in	favor	of	the	right	to	choose,	whereas	conservatives
argued	for	the	right	to	life.



The	case	peaked	when	then-President	George	W.	Bush	signed	a	law
transferring	the	dispute	to	the	Supreme	Court,	which	upheld	the	previous
ruling	to	let	Terri	die.	This	was	not	the	verdict	he	was	looking	for,	however,
and	his	brother—the	governor	of	Florida,	Jeb	Bush—planned	on	disobeying
the	court	order.	The	only	thing	stopping	Jeb	Bush	was	a	Florida	judge	who
had	charged	the	local	sheriffs	with	guarding	Terri	while	she	died.	As
intervening	would	have	meant	a	fight	of	force	between	the	sheriff	and	the
National	Guard,	Jeb	Bush	relented;	fifteen	years	after	falling	into	cardiac
arrest,	Terri	finally	died.

Whether	you	see	Terri’s	death	as	merciful	or	merciless	depends	upon	what
kind	of	mind	you	believe	she	had.	Terri	was	undoubtedly	a	medical	patient,
but	was	she	a	true	moral	patient	with	an	inner	life?	Those	who	believe	that
Terri	was	relatively	mindless	see	her	death	as	a	kindness.	From	their	point	of
view,	letting	her	die	was	simply	allowing	an	unfeeling	mass	of	biological	cells
to	stop	functioning.	Conversely,	those	who	believe	that	Terri	was	a	relatively
mindful	moral	patient	see	her	death	as	cruelty.	Although	her	mental	capacities
may	have	been	masked	by	her	damaged	body,	they	believe	that	Terri	was	still
“in	there.”	As	we	have	repeatedly	seen,	mind	is	the	key	to	moral	rights,	but	in
vegetative	patients	its	perception	is	especially	ambiguous.

Typically	we	assess	other	human	minds	through	conversation,	such	as	in
the	Turing	test.	However,	not	everything	can	talk,	and	this	silence	is	what
makes	cryptominds	like	robots	and	animals	so	ambiguous.	If	only	cows	could
say,	“Please	don’t	eat	me!”	then	we	would	know	they	have	minds	and	would
stop	eating	them—or	would	at	least	feel	much	guiltier	about	doing	so.	While
we	are	well	accustomed	to	languageless	animals	and	machines,	we	expect
humans	to	talk,	and	it	is	very	strange	when	they	cannot.	Without	verbal
abilities,	how	can	we	know	whether	other	people	belong	in	the	mind	club?	Is
a	PVS	patient	a	vulnerable	feeler,	a	thinking	doer,	or	merely	a	collection	of
muscle	twitches	and	nerve	pulses?

Silence	can	be	problematic	for	understanding	agency,	because	we	often
discuss	our	future	plans	and	past	deeds,	but	it	is	especially	problematic	for
experience.	Actions	can	be	externally	observed,	but	feelings	and	sensations
must	be	put	into	words	to	be	understood	by	others.	Was	Terri	Schiavo	afraid
or	hopeful?	Was	she	angry	or	calm?	These	are	questions	to	which	we	can
never	know	the	answers.	The	most	extreme	kind	of	silence	is	suggested	by	a
famous	philosophical	thought	experiment—the	brain	in	a	vat.	Imagine	that
your	brain—i.e.,	your	mind—is	placed	in	a	vat,	along	with	all	the	nutrients	it
needs	to	survive.	While	resting	there,	you	might	have	a	rich	mental	life,	filled



with	lush	landscapes	of	imagination,	but	without	some	way	of	communication
how	would	anyone	else	ever	know	about	it?

More	than	any	other	entity	the	silent	represent	an	interesting	counterpoint
to	the	philosophical	zombie	that	we	accused	your	mother	of	being	in	chapter
1.	A	philosophical	zombie	is	someone	who	can	talk	but	who	ultimately	lacks
conscious	experience,	whereas	the	silent	may	still	have	experience,	despite
being	unable	to	communicate	it.	Without	the	typical	cues	to	mind,	how	do	we
decide	whether	a	silent	entity	has	a	mind?

Historically	the	answer	often	came	down	to	a	heartbeat.	Ancient	(and	not-
so-ancient)	peoples	long	struggled	with	what	separated	the	living	from	the
dead.	The	heart	is	the	only	organ	that	pulses	rhythmically	and	is	immediately
essential	for	life.	You	can	live	for	some	time	with	a	pierced	liver	or	a
punctured	lung,	but	harm	your	heart	and	you’re	soon	dead.	This	is	likely	why
the	heart	was	seen	as	the	seat	of	feeling	and	cognition;	one	of	the	Latin	words
for	heart	is	animus,	which	is	the	spirit	or	animating	force	of	the	human	body,
or	what	we	might	call	“the	mind.”

Grounding	life	in	the	heart	provided	a	sharp	line	between	the	living	and
the	dead:	if	you	had	a	heartbeat,	then	you	were	living,	and	if	you	didn’t,	then
you	weren’t.	Of	course,	even	with	this	criterion	people	still	made	mistakes.	If
the	heart	was	beating	too	feebly	to	detect,	then	death	was	often	pronounced
prematurely;	as	burial	preparations	were	being	made	for	these	“corpses,”	they
would	sit	up	and	ask	about	all	the	digging.1	More	gruesome	to	consider	are
those	who	came	alive	an	hour	or	two	later,	trapped	in	a	coffin	six	feet
underground.

The	heart	was	so	identified	with	the	mind	that	it	was	often	thought	to	be
imbued	with	power	even	after	the	rest	of	the	body	was	cast	aside.	In	Edgar
Allan	Poe’s	“The	Tell-Tale	Heart”2	the	protagonist	is	driven	mad	by	the
imagined	heartbeat	of	a	man	he	has	just	murdered,	and	in	many	stories3
consuming	a	person’s	heart	earns	you	their	power.	Despite	this	imagined
power,	we	now	know	the	heart	to	be	a	mere	machine,	if	a	stunningly	reliable
one.	A	person’s	heart	can	not	only	be	made	to	beat	artificially	through	a
pacemaker	but	can	also	be	completely	replaced	with	an	artificial	heart.	In	fact,
almost	all	your	organs	can	be	simulated	by	a	machine	(e.g.,	kidney	dialysis)
or	replaced	with	another	version,	whether	synthetically	constructed	or
naturally	donated.	The	only	organ	that	we	cannot	bolster	with	a	machine	or
substitute	entirely	is	the	brain.	The	brain	is	essential	for	both	life	and	mind,
and	so	current	legal	definitions	of	life	are	tied	to	brain	function—someone	is
dead	when	they	are	“brain-dead.”4



The	mind	is	obviously	linked	to	the	brain.	At	the	coarsest	level,	if	you
were	to	remove	someone’s	entire	brain,	they	would	certainly	die.	At	a	finer-
grained	level,	removing	parts	of	people’s	brains	also	reduces	their	minds,	such
as	in	the	famous	case	of	the	railway	worker	Phineas	Gage.	After	losing	a
cylinder	of	his	brain,	the	once	kind	and	pious	family	man	turned	into	a
drinking,	sex-crazed,	authority-hating	thunderstorm	of	a	man,	prone	to	fights
and	cruelty.

Losing	even	more	mind	can	make	you	not	violent	but	gentle.	Consider	the
lobotomy,	a	medical	procedure	used	to	reduce	mental	illness	for	which
Portuguese	neurologist	António	Moniz	won	the	1949	Nobel	Prize	in
medicine.	To	perform	this	procedure,	one	need	only	slip	an	ice	pick	behind
the	eyes	and	into	the	brain	and	then	wiggle	it	around	until	the	frontal	lobes	are
thoroughly	muddled.5

Without	these	brain	regions	intact,	people	become	calm	and	docile	and
also	relatively	incapable	of	independent	functioning,	initiative,	and
inhibition.6	In	the	words	of	a	prominent	doctor,	“through	lobotomy	an	insane
person	is	changed	into	an	idiot.”7	Thankfully,	not	all	those	who	suffered
lobotomies	are	“idiots”:	Howard	Dully,	the	boy	pictured	in	figure	28,	led	a
remarkably	productive	life	and	cowrote	the	fascinating	memoir	My	Lobotomy.
Nevertheless,	the	general	correspondence	between	brain	and	mind	is
undeniable.

Figure	28:	Depiction	of	Lobotomy
A	twelve-year-old	boy	undergoes	prefrontal	lobotomy	in	1960.



The	link	between	brain	and	mind	can	help	inform	decisions	regarding	the
silent.	In	the	case	of	Terri	Schiavo,	autopsies	revealed	that	she	had	suffered
massive	brain	damage,8	perhaps	providing	some	vindication	to	those	who
advocated	for	her	right	to	die.	But	even	damaged	brains	can	think	and	feel,
and	so	questions	of	both	brain	and	mind	turn	on	nuance.

To	get	a	more	detailed	understanding	of	the	mind,	researchers	study	not
only	static	brain	structures	but	also	the	dynamic	patterns	of	neuronal
activation.	These	so-called	functional	techniques	can	assess	thinking	and
feeling	more	directly	because	they	examine	how	brain	cells	act	in	different
situations,	such	as	when	trying	to	read,	when	listening	to	scary	sounds,	or
even	when	perceiving	the	minds	of	others.	Plus,	functional	analyses	give
researchers	pretty	pictures	of	colored	brains,	which	lends	them	scientific
weight	in	the	eyes	of	the	public.9

Two	of	the	most	popular	functional	techniques	are	functional	magnetic
resonance	imaging	(fMRI)	and	electroencephalography	(EEG).	fMRI	relies
upon	the	simple	fact	that	active	cells,	whether	in	the	brain	or	in	the	kneecap,
use	up	oxygen	in	the	blood.	The	harder	a	cell	is	working,	the	more	oxygen	it
consumes	from	the	blood,	so	if	you	can	measure	regional	blood	oxygenation,
you	can	observe	brain	activity.	However,	measuring	brain-cell	oxygenation
requires	sticking	heads	inside	a	very	powerful	magnet,	typically	with	a	field
strength	of	at	least	three	teslas.	For	comparison,	three	teslas	is	one	thousand
times	stronger	than	a	refrigerator	magnet	but	not	powerful	enough	to	levitate
a	frog	(which	would	take	sixteen	teslas).	Nevertheless,	a	magnetic	field	at	that
strength	will	tear	your	smartphone	out	of	your	hand	and	tug	suggestively	on
underwire	bras.

Magnetic	fields	are	useful	for	brain	imaging	because	oxygen-rich	blood
has	different	magnetic	properties	from	oxygen-poor	blood	(oxygen	binds	to
hemoglobin,	which	contains	iron,	which	is	magnetic).	By	looking	at	the
BOLD	(blood-oxygenation-level-dependent)	signal	in	a	powerful	magnet,
researchers	can	detect	where	fresh,	oxygen-rich	blood	is	being	sent.	This
technique	gives	a	fairly	precise	spatial	location	of	brain	activity	(within	one	or
two	millimeters)	during	tasks.	For	example,	when	people	think	about	the
thoughts	and	intentions	of	others	(i.e.,	perceive	minds),	fMRI	reveals
activations	in	the	ventromedial	prefrontal	cortex,10	lateral	parietal	cortex,	and
medial	parietal	cortex.11	We	can	use	these	maps	of	brain	activity	to	reason
about	what	silent	minds	might	be	doing.	If	a	PVS	patient	shows	similar	brain
activity	to	that	of	a	healthy	person,	it	hints	at	someone	“in	there”	and
recommends	the	patient	as	a	mind	club	member	with	moral	standing.



As	a	brain-scanning	device,	fMRI	is	very	useful,	but	it	has	two	main
limitations.	First,	it	is	costly:	an	hour	in	a	scanner	typically	runs	about	eight
hundred	dollars,	which	means	only	the	richest	kids	get	fMRI-themed	birthday
parties.	Second,	although	fMRI	has	good	spatial	resolution	(i.e.,	location
identification),	it	has	poor	temporal	resolution	(i.e.,	time-course
identification).	Blood	takes	a	few	seconds	to	flow	to	brain	structures,	which	is
too	long	to	reveal	the	dynamics	of	many	mental	events.

Electroencephalography	(EEG)	is	another	brain-imaging	technique	that
can	assess	these	temporal	dynamics;	it	does	so	by	measuring	the	brain’s
electrical	activity	through	a	network	of	electrodes	affixed	to	the	scalp.
Although	the	brain	does	not	produce	a	lot	of	electricity—you	couldn’t	power
a	television	simply	by	thinking	hard—firing	neurons	release	electrically
charged	particles,	causing	a	current.	Just	as	the	current	that	powers	your
appliances	runs	at	certain	cycles	(in	the	United	States	it	cycles	back	and	forth
between	positive	and	negative	current	at	sixty	times	a	second,	or	sixty	hertz),
a	functioning	brain	also	has	certain	electrical	cycles.

Figure	29:	An	EEG	Electrode	Cap
EEG	offers	the	ability	to	record	“brain	waves.”

When	you	plot	these	up-and-down	cycles	over	time,	they	look	like	waves,
so	one	cycle	is	called	alpha	waves	(8–13	Hz)	and	others	include	beta	waves
(14–40	Hz),	delta	waves	(1–3	Hz),	and	theta	waves	(4–7	Hz).12	Alpha	waves
are	the	medium-sized	waves	that	characterize	wakeful	relaxation,	beta	waves



are	fast	waves	that	are	characteristic	of	concentration	and	problem	solving,
and	delta	waves	are	slower	and	observed	during	periods	of	deep	sleep	or
uninterrupted	meditation.	As	these	brain	cycles	correlate	with	mental	states,
EEG	is	usually	the	method	of	choice	when	investigating	cryptominds,	and	it
has	proved	especially	useful	in	examining	silent	people	with	disorders	of
consciousness	such	as	coma,	vegetative	states,	and	sleep.

Sleep?	Like	vegetative	states,	sleep	is	a	state	of	silence	and	altered
consciousness.	If	two	people—one	sleeping	and	one	in	a	vegetative	state—
were	next	to	each	other,	you	would	be	hard-pressed	to	tell	the	difference	at	a
glance.	Both	would	have	their	eyes	closed,	be	breathing	rhythmically,	and	be
unable	to	speak;	the	main	difference	would	be	found	in	the	mental
functioning	behind	their	closed	lids.

When	people	sleep,	there	is	a	wealth	of	neural	activity	in	their	brains.13
As	you	fall	asleep,	alpha	waves	of	awakeness	give	way	to	the	lower-
frequency	theta	waves	of	light	sleep.	If	you	are	woken	up	during	theta	waves,
you	likely	will	not	even	realize	you	were	asleep.	As	your	sleep	deepens,	your
brain	activity	is	characterized	by	delta	waves—big,	slow,	rolling	waves—and
it	becomes	harder	to	wake	you	up.	During	the	delta	stage	of	sleep,	the	body
repairs	itself	and	flushes	out	neurological	waste	products.	If	you	manage	to
wake	someone	up	during	this	stage,	they	are	typically	groggy	and
disoriented.14

The	final	stage	of	sleep,	called	rapid	eye	movement	or	REM,	is	actually
quite	similar	to	wakefulness	in	terms	of	brain	waves;	there	are	alpha	and	beta
waves	but	also	lots	of	crazy	eye	movement.	Most	important	from	the
perspective	of	mind,	REM	is	when	dreaming	occurs.15	Whether	you	are
speaking	in	front	of	a	large	crowd	sans	pants,	falling	to	your	death,	or	making
out	with	your	old	high	school	crush,	it	all	happens	during	REM.

The	vividness	of	dreams	is	one	reason	it	is	hard	to	label	vegetative
patients	as	“mindless.”	We	know	that	if	we	were	lying	with	our	eyes	closed,
we	would	be	experiencing	the	rich	inner	life	of	dreams.	The	idea	that	coma
patients	are	simply	dreaming	is	a	frequent	topic	in	literature	and	film.	One
especially	clever	take	on	this	idea	was	in	the	Canadian	television	show	The
Odyssey,	which	captivated	one	of	your	authors	(Kurt)	as	a	child.

In	this	show	a	boy	falls	from	a	tree	house	and	into	a	coma.	While	in	the
coma,	he	finds	himself	in	a	parallel	world	devoid	of	grown-ups	and	ruled	by	a
fifteen-year-old	militaristic	dictator.	The	boy	spends	three	seasons	battling	the
secretive	and	ominous	forces	of	this	dictator	(who,	in	a	nod	to	Kafka,	lives	in
“the	tower”)	and	trying	to	regain	consciousness	and	return	home	to	his	family



and	friends.	Even	if	you’ve	never	seen	this	show,	its	theme	has	universal
appeal—we	like	to	think	of	people	in	comas	or	other	disordered	states	as
simply	trying	to	get	home	through	an	odyssey	of	inner	life.	Whether	people	in
these	disordered	states	actually	have	an	inner	life	is	a	question	neuroscience
can	help	answer.

EEG	reveals	that	not	all	states	of	silence	are	the	same.	At	maximum
consciousness	is	our	normal	awake	self,	and	one	large	step	below	is	sleep.
Sandwiched	between	awake	and	asleep	is	the	“minimally	conscious	state,”	in
which	people	are	aware	of	stimuli	but	little	else.	Minimally	conscious	patients
can	follow	a	pointer	on	a	screen	but	are	unable	to	complete	purposeful
behavior;	in	other	words,	they	have	experience	but	not	agency.	This	state	is
characterized	by	slowed	theta	and	delta	waves	and	by	weaker	brain	activity
than	during	wakefulness,	and	it	is	usually	induced	by	some	kind	of	traumatic
head	injury,	just	like	the	coma,	which	is	one	step	further	down	the
consciousness	ladder.

Like	a	minimally	conscious	state,	a	coma	state	is	characterized	by	slowed
theta	and	delta	waves,	but	also	by	more	intermittent	delta	rhythms,	and
generally	weaker	EEG	signals.16	Patients	typically	recover	from	a	coma	after
a	week	or	two,	which	makes	it	an	ideal	plot	device	in	television	and	movies.
In	a	coma	you	can	be	out	of	commission	just	long	enough	for	your	fiancée	to
fall	in	love	with	your	brother,	despite	the	fact	that	she	is	not	really	your
fiancée	at	all	and,	in	fact,	you	have	never	really	met.	This	is	the	plot	of	the
movie	While	You	Were	Sleeping	(starring	Sandra	Bullock	and	Bill	Pullman),	a
title	that	emphasizes	the	intuitive	link	between	comas	and	sleeping.*

Below	comas	are	vegetative	states,	which	are	characterized	by
significantly	more	brain	damage	and	poorer	overall	functioning.	In	these
states	vegetative	functions,	like	breathing	and	swallowing,	remain	intact,	but
people	are	unresponsive	to	stimuli	and	unable	to	complete	voluntary
behavior.17	Vegetative	states	are	further	categorized	by	how	long	they	have
lasted.	After	four	weeks,	patients	are	classified	as	being	in	a	“persistent
vegetative	state”	and	have	a	significantly	reduced	chance	of	ever	recovering.
Patients	in	vegetative	states	may	still	look	like	they’re	sleeping,	but	they’re
not—and	they’re	not	dreaming	either.	Researchers	at	the	University	of
Wisconsin	at	Madison	have	used	EEG	to	compare	brain	functioning	in
healthy,	minimally	conscious,	and	vegetative-state	patients.	They	found	that
the	behavioral	signs	of	sleep	(e.g.,	eyes	closed,	relaxed	muscles)	co-occurred
with	sleep-related	brain-wave	patterns	in	minimally	conscious	patients	but	not
in	PVS	patients.18



Figure	30:	Chart	of	Disordered	Conscious	States
Each	state	involves	different	EEG	patterns.

Patients	in	vegetative	states,	however,	do	appear	to	have	a	neural	response
to	their	own	names.	A	study	conducted	by	European	researchers	recited	a	list
of	names	to	participants,	who	included	normal	adults,	minimally	conscious
patients,	and	vegetative	patients.19	Using	EEG,	the	researchers	found	that
normal	adults	showed	a	special	neural	reaction	when	their	own	name	was
mentioned	and—after	a	significant	delay—so	did	both	the	minimally
conscious	and	vegetative	patients.	It	is	seductive	to	imagine	that	these	patients
were	consciously	recognizing	their	names,	but	this	neural	response	could	be
completely	unconscious,	representing	only	a	tenacious	mental	reflex.

The	important	question	across	these	states	is	whether	the	minds	of
patients	continue	to	exist,	or	at	least	whether	they	have	minds	that	can	be
recovered.	Is	there	someone	home	in	there—even	if	they	are	trapped	in	the
basement—or	have	they	left	to	travel	abroad,	never	to	return?	To	address	this
question,	researchers	examine	not	only	the	brains	of	patients	but	also	their
behaviors,	testing	whether	they	interact	meaningfully	with	the	world.	Do
patients	respond	to	the	touch	of	their	doctors	and	their	loved	ones?	Do	they
care	who	wins	the	World	Series?

In	2009	the	Phillies	returned	to	the	World	Series,	hoping	to	win	back-to-
back	titles.	One	unlikely	fan	who	followed	their	quest	for	the	pennant	was
Terri	Schiavo—or	so	it	seemed.	In	a	video	clip	taken	in	October	of	that	year,
Terri	lies	in	her	hospital	bed	while	a	nearby	radio	broadcasts	the	game.
During	what	was	to	be	the	final	play	of	the	final	game	of	the	National	League
Championship	Series	against	the	Dodgers,	the	announcer	calmly	starts
describing	a	Phillies	pitch	and	subsequent	hit	by	a	Dodger,	but	as	the	ball
climbs	high	into	the	air,	he	becomes	more	and	more	excited—it’s	a	pop	fly.



The	crowd	explodes	as	the	fly	ball	drops	into	the	center	fielder’s	glove,	and
the	announcer	exclaims	that	the	Phillies	are	returning	to	the	World	Series.

Back	in	her	hospital	bed,	Terri	starts	to	lift	her	head,	turns	it	toward	the
radio,	and	opens	her	eyes	widely.	To	all	appearances	it	seems	that	Terri	is
excited	about	the	Phillies’	victory—at	least,	that	is	the	explanation	we	would
give	for	that	behavior	in	a	healthy	adult	human.	Did	Terri	have	a	mind
capable	of	understanding	the	baseball	victory,	or	was	something	else	going
on?	Perhaps	she	was	just	excited	by	the	excitement,	in	an	unconscious
contagion	of	arousal.

Whether	vegetative	patients	can	interact	with	the	world	is	essential	to
their	diagnosis.	Terri	Schiavo	was	diagnosed	as	being	in	a	vegetative	state
when	doctors	realized	that	she	had	“absence	of	voluntary	action”	and	the
“inability	to	communicate	or	interact	purposefully.”	In	the	parlance	of	mind
perception,	she	lacked	agency,	the	ability	to	impose	her	intention	onto	the
outside	world,20	but	the	Phillies	clip	gives	us	pause.	Isn’t	this	a	clear	example
of	mindful	behavior?	It	certainly	feels	compelling,	but	one	of	psychology’s
lessons	is	that	appearances	can	often	be	deceiving.	People	can	perceive
complex	minds	in	behaviors	that	actually	have	simpler	explanations,	such	as	a
horse	doing	math.

This	particular	horse	was	named	Hans	and	earned	the	nickname	“Clever
Hans”	for	his	uncanny	numerical	abilities.	His	trainer,	Wilhelm	von	Osten,
would	ask	him	a	series	of	math	problems,	such	as	

,*	and	Hans	would	cleverly	clop	out	the
answer	with	his	front	hoof,	earning	himself	a	carrot	in	the	process.	Audiences
were	amazed	at	this	ability,	and	Hans	quickly	became	a	celebrity,	but	a
psychologist	named	Oskar	Pfungst	needed	further	proof.	His	experimental
method	was	straightforward:	he	placed	a	sheet	between	the	trainer	and	Hans,
so	that	Hans	could	still	hear	the	math	question	but	couldn’t	get	any	other	cues
from	von	Osten.	With	this	intervention	Hans’s	performance	fell	apart	and	he
was	no	better	than	your	average	horse,	which	is	to	say,	terrible.

Why	did	this	manipulation	destroy	Hans’s	ability?	Did	he	have
nightmares	about	sheets,	for	which	he	needed	his	trainer	to	comfort	him?	It
turns	out	he	did	need	his	trainer,	but	not	for	comfort.	What	was	truly	clever
about	Hans	was	that	he	had	learned	to	associate	body	language	with	clicking
his	hoof.	When	von	Osten	asked	a	question,	he	would	lean	forward
expectantly,	and	the	horse	would	start	stepping.	Once	the	correct	answer	was
reached,	von	Osten	would	rock	back	on	his	heels,	satisfied,	and	the	horse



would	take	this	as	a	cue	to	stop	stepping.21	So	Hans	was	clever,	but	in	a
different	way	from	what	people	thought.

Whether	PVS	patients’	behavior	is	“clever”	or	reflexive	depends	upon
whether	it	responds	flexibly	to	changing	task	demands.	Clever	Hans	always
clopped	out	the	same	answer	based	on	body	language,	regardless	of	the
specific	math	question.	Do	PVS	patients	show	more	flexibility?	In	one	study
researchers	in	Tel	Aviv	addressed	this	question	with	fMRI	scans	of	four
vegetative	states	(VS)	patients	who	looked	at	pictures	of	strangers,	friends,
family	members,	and	themselves.	The	researchers	examined	brain	regions	tied
to	face	recognition	and	emotion,	since	healthy	people	both	recognize	and
react	to	pictures	of	their	friends	and	family	and	of	themselves.22	All	VS
patients	showed	activation	in	these	brain	regions,	and	the	activation	was
strongest	in	those	patients	who	would	eventually	recover.	But	is	this
contingent	behavior	conscious?	Membership	in	the	mind	club	depends	on
actually	“experiencing”	various	experiences.	As	we	saw	in	the	beginning	of
chapter	2	on	animals,	even	plants	react	to	themselves	and	their	environment,23
and	they	certainly	don’t	have	minds	worthy	of	our	concern.

A	research	team	led	by	British	neuroscientist	Adrian	Owen	investigated
the	mind	of	a	twenty-three-year-old	woman	injured	in	a	car	accident.	After
five	months	of	treatment,	the	woman	met	all	criteria	for	a	vegetative	state:	her
reflexes	were	still	intact,	but	she	produced	no	voluntary	or	intentional	motor
behaviors	and	couldn’t	follow	a	moving	stimulus	with	her	eyes.	She	did,
however,	have	intact	sleep	and	wake	cycles,	and	EEGs	revealed	the	presence
of	some	alpha	and	beta	waves,	both	of	which	are	characteristic	of	conscious
thought.	The	researchers	developed	a	clever	task	using	fMRI	to	determine	if
she	could	intentionally	direct	her	thinking.

They	asked	her	to	imagine	one	of	two	scenarios.	The	first	was	walking
around	her	house	and	the	second	was	playing	tennis,	which	she	did	often
before	the	accident.	An	fMRI	revealed	that	her	brain	activity	during	these
tasks	was	indistinguishable	from	that	of	neurotypical	people:	when	asked	to
imagine	moving	around	her	house,	her	“navigation”	areas	were	activated,	and
when	asked	to	imagine	playing	tennis,	her	“arm	motions”	areas	were
activated.24	Although	she	couldn’t	talk,	this	young	woman	was	responding
flexibly	to	the	researchers—almost	like	a	conversation,	she	was	speaking
through	her	brain	scans.	The	researchers	concluded	that	she	was	imagining
the	scenarios	vividly	enough	that	it	counted	as	purposeful	behavior	and	hinted
at	a	thriving	inner	life.	She	wasn’t	a	vegetative	patient	at	all	but	was	instead
locked	in.



Locked-in	states	are	very	different	from	vegetative	states,	and	we	will
begin	our	exploration	of	them	with	a	simple	question:	how	many	blinks	does
it	take	to	write	a	book?	The	answer	is	200,000,	the	number	of	blinks	it	took
Jean-Dominique	Bauby	to	write	his	memoir	Le	scaphandre	et	le	papillon,	or
The	Diving	Bell	and	the	Butterfly.	The	more	expedient	choice	would	have
been	to	write	it,	but	Bauby	lacked	that	option.	On	December	8,	1995,	he
suffered	a	stroke,	and	after	twenty	days	in	a	coma	he	awoke	to	find	himself	a
prisoner	of	his	own	body.	He	was	fully	aware	of	his	surroundings	and
himself;	he	could	see,	listen,	and	understand;	he	could	dream,	think,	and	feel;
but	he	couldn’t	move	a	muscle.	That’s	not	completely	true,	of	course,	as	he
could	move	one	muscle—his	left	eyelid.	Otherwise,	he	was	fully	locked	in.

Bauby	was	a	writer	(he	was	editor	of	the	magazine	Elle	when	he	suffered
his	stroke)	and	he	wanted	to	tell	the	world	about	his	experience,	so	with	the
help	of	his	assistant,	Claude	Mendibil,	he	wrote	the	139-page	book	one	letter
at	a	time.	The	assistant	would	simply	say	the	letters	in	order	of	their
frequency,	which	in	French	would	be	E,	S,	A,	R,	I,	and	so	on.	When	the
correct	letter	was	reached,	Bauby	would	blink	and	they	would	move	on	to	the
next	one.	If	you	haven’t	read	the	book,	it	is	a	poignant	picture	of	being
trapped	in	one’s	own	body	state.	Even	the	title	is	touching:	his	useless	body	is
the	diving	bell,	an	impenetrable	steel	casing	that	sits	alone	at	the	bottom	of
the	ocean,	but	his	spirit—his	mind—is	a	butterfly,	as	light	and	free	as	ever.
Unfortunately,	Bauby	did	not	live	to	see	the	success	of	his	book	or	the	host	of
awards	that	its	film	adaptation	won,	as	he	died	from	pneumonia	three	days
after	the	book	was	published.	We	can	only	hope	that	his	butterfly	still	flutters
somewhere.

Locked-in	states	are	exactly	as	they	sound.	Victims	finds	themselves
confined	to	the	prison	of	their	obstinate	body,	which	refuses	to	obey	the
mind’s	directives.	It	is	the	most	severe	kind	of	paralysis.	Rather	than
paraplegia	(paralysis	of	two	limbs)	or	quadriplegia	(paralysis	of	all	four
limbs),	those	suffering	from	locked-in	states	are	unable	to	move	more	than
one	or	two	muscles.	In	terms	of	the	two	dimensions	of	mind,	experience	is
usually	unaffected,	but	agency	is	extremely	curtailed.	Locked-in	states	are
feeling	without	doing;	they	are	input	with	no	output.

Locked-in	states	can	arise	gradually,	precipitated	by	diseases	such	as
amyotrophic	lateral	sclerosis	(ALS),*	which	involves	a	progressive	loss	of
motor	neurons	connecting	the	brain	to	the	muscles.	Stephen	Hawking	is	one
person	who	suffers	from	ALS,	and	over	the	course	of	many	years	he	has
become	almost	entirely	paralyzed,	except	for	a	few	small	movements.	He
currently	speaks	through	a	voice	synthesizer	attached	to	a	wheelchair	that	he



controls	with	his	cheek	muscle.	For	evidence	of	the	preservation	of	one’s
mind	in	this	state,	one	need	look	only	at	Hawking’s	contributions	to
theoretical	physics	and	mathematics,	including	his	book	A	Brief	History	of
Time,	which	remained	on	the	Sunday	Times	bestseller	list	for	more	than	four
and	a	half	years.

As	ALS	progresses,	the	key	challenge	is	to	find	ways	to	preserve	agency
along	with	experience.	As	walking	becomes	difficult,	you	can	use	a	cane,	a
walker,	and	then	a	wheelchair.	Helpers	can	cook	your	meals	and	dress	you,
and	friends	and	family	can	pitch	in	for	everything	else.	But	this	reliance	on
others	comes	with	a	psychological	cost—as	we	saw	in	chapter	4	on	patients,
relying	so	much	on	others	can	breed	feelings	of	powerlessness	and
resentment.	These	feelings	are	reinforced	by	a	cruel	trick	of	the	disease:	while
motor	neurons	are	dying,	sensory	neurons	are	still	alive	and	well,	meaning
that	ALS	patients	can	continue	to	feel	discomfort	as	their	body	twists	and
buckles,	without	being	able	to	do	anything	about	it.	The	only	saving	grace	of
ALS	is	that	often	the	patient’s	voice	is	preserved	until	almost	the	very	end,
allowing	him	to	speak	and	connect	with	others.

ALS	not	only	represents	a	powerful	example	of	locked-in	states	but	also
has	personal	significance	for	your	authors.	Dan	was	diagnosed	with	this
disease	in	November	2010	and	passed	away	from	it	in	July	2013.	Initially,	we
all	believed	he	was	suffering	from	the	“slow-progressing”	variety	and	had	at
least	five	years	to	go,	but	unfortunately	nature	chose	to	ignore	that	lenient
diagnosis.

Dan	often	spoke	to	others	about	the	difficulty	of	living	with	the	disease
and	his	looming	mortality,	but	with	your	other	author	(Kurt)	he	spoke	mostly
about	positive	aspects	of	his	new	life.	His	diagnosis	brought	an	endless	stream
of	friends	and	family	to	his	house,	and	time	for	thought,	reflection,	and	deep
personal	connection.	He	took	joy	in	being	able	to	see	the	narrative	arc	of	his
life	from	beginning	to	end,	and	to	live	his	final	days	without	regret	or
reluctance.	For	the	sake	of	maintaining	his	appetite,	he	also	had	an	unlimited
supply	of	marijuana	pills,	and	though	he	refused	to	share	them	with	his
coauthor,	he	appeared	to	greatly	enjoy	their	predictable	side	effects.

We	spent	many	great	afternoons	talking	about	mind	perception	and
morality	and	looking	out	the	picture	window	at	the	little	sailboats	on	the	lake
below.	Kurt	always	wanted	to	ask	Dan	about	ALS	but	was	too	afraid	to	ask
and	was	having	too	much	fun	talking	about	science.	But	other	people	have
written	eloquently	about	living	with	ALS,	such	as	Tony	Judt,	who	was	an
esteemed	thinker,	writer,	and	professor	of	European	history.	The	excerpt



below	is	from	his	essay	“Night”	and	describes	the	experience	of	greeting	the
morning	after	spending	the	night	awake,	alone,	and	motionless	on	his	back.

I	wake	up	in	exactly	the	position,	frame	of	mind,	and	state	of
suspended	despair	with	which	I	went	to	bed—which	in	the
circumstances	might	be	thought	a	considerable	achievement.	.	.	.	This
cockroach-like	existence	is	cumulatively	intolerable	even	though	on
any	given	night	it	is	perfectly	manageable.	“Cockroach”	is	of	course
an	allusion	to	Kafka’s	Metamorphosis,	in	which	the	protagonist
wakes	up	one	morning	to	discover	that	he	has	been	transformed	into
an	insect.	The	point	of	the	story	is	as	much	the	responses	and
incomprehension	of	his	family	as	it	is	the	account	of	his	own
sensations,	and	it	is	hard	to	resist	the	thought	that	even	the	best-
meaning	and	most	generously	thoughtful	friend	or	relative	cannot
hope	to	understand	the	sense	of	isolation	and	imprisonment	that	this
disease	imposes	upon	its	victims.25

Living	with	ALS	is	a	heart-wrenching	ordeal,	but	at	least	most	patients,
like	Tony	Judt,	are	not	fully	silent.	More	troublesome	are	cases	of	complete
silence,	where	people	have	progressed	past	twitching	and	blinking.	With
them,	the	only	route	to	communication	is	direct	readouts	of	brain	states	using
fMRI	or	EEG.	As	we	saw	earlier,	one	group	of	researchers	inferred	the
presence	of	one	woman’s	mind	by	having	her	imagine	playing	tennis	or
navigating	her	house,	but	the	trick	is	to	harness	these	scans	to	enable	flexible
communication.	How	do	you	turn	tennis	and	navigation	into	conversation?
People	must	control	their	brain	states,	using	them	as	“words.”

In	the	case	of	tennis	and	navigation,	you	could	think	about	playing	tennis
to	indicate	yes	and	house	navigation	to	indicate	no.	This	sounds	easy	in
principle	but	is	extremely	hard	in	practice.	Thinking	of	tennis	may	have	some
detectable	neural	correlates,	but	thinking	of	tennis	as	a	proxy	for	yes	may
have	very	different	correlates.	Moreover,	these	neural	signatures	are	very
noisy	and	often	detectable	only	after	dozens	and	dozens	of	trials.	This	would
require	someone	being	asked	the	same	question	again	and	again	and	each
time	thinking	about	tennis	or	navigation.	Only	then	might	we	be	able	to
discern	their	answer,	after	complicated	analyses	of	fMRI	data.	Hardly	the
kind	of	back-and-forth	we	expect	in	conversation—and	never	mind	that	MRI
magnets	are	amazingly	expensive	and	incredibly	loud.

But	people	can—if	only	indirectly—control	their	brain	states	in	real	time.
Researchers	at	MIT	put	chronic-pain	patients	into	an	fMRI	magnet	and
connected	their	brain	activity	with	an	image	of	a	flame,	which	glowed



brighter	as	their	pain	(and	neural	activation)	increased.	Patients	were
instructed	to	mentally	try	to	dampen	or	extinguish	it,	and	seemed	able	to
control	their	“pain	flame”—and	feel	less	pain	as	a	result.26

If	healthy	people	can	control	their	brain	states,	perhaps	locked-in	patients
can	do	the	same.	This	was	the	hope	of	Professor	Niels	Birbaumer,	who
traveled	to	South	America	with	an	EEG	machine	to	help	Mr.	Elías	Musiris
Chahín	communicate	with	his	family.	Mr.	Chahín	was	a	Peruvian	casino
magnate	who	was	fully	locked	in	by	advanced	ALS.	Professor	Birbaumer
hooked	up	Mr.	Chahín	to	the	EEG	machine,	which	was	connected	to	a
monitor	showing	a	floating	ball,	a	device	Birbaumer	called	the	Thought
Translation	Device	(TTD).	Some	brain	states	were	programmed	to	move	the
ball	up,	and	some	were	programmed	to	move	the	ball	down;	the	trick	was	for
Mr.	Chahín	to	learn	to	consciously	control	these	brain	states	and	hence	the
movements	of	the	ball.

If	the	ball	went	up,	Mr.	Chahín	would	be	saying	yes,	and	if	the	ball	went
down,	he	would	be	saying	no.	At	first	the	ball	just	moved	randomly,	even
when	Mr.	Chahín	was	repeatedly	asked	the	same	question,	but	one	day	he
flawlessly	spelled	out	his	entire	name.	Despite	his	immobilized	body,	his
mind	still	appeared	to	be	intact.27	In	the	few	years	since	Professor	Birbaumer
began	working	with	Mr.	Chahín,	brain-scanning	techniques	have	advanced	in
sophistication,	and	it	is	hoped	that	they	will	soon	allow	locked-in	patients	to
have	richer	conversations—patients	like	Erik	Ramsey.

On	November	5,	1999,	Ramsey	was	returning	home	from	the	movies	with
a	friend.	Ramsey	was	in	the	passenger	seat	and	his	friend	was	driving	well
above	the	speed	limit.	Their	Camaro	struck	a	U-turning	minivan,	flipping	the
vehicle	and	trapping	Ramsey	inside.	The	injuries	were	catastrophic	and	the
pain	unbearable—but	the	worst	came	when	Ramsey	developed	a	blood	clot	in
a	section	of	his	brain	stem	called	the	pons.*	Ramsey	woke	up	to	find	himself
unable	to	move	any	part	of	his	body	save	his	eyes,	which	could	be	moved
only	to	look	up	or	down.	In	what	could	be	called	a	blessing	or	a	curse,
Ramsey	remained	fully	conscious.

The	plan	for	Ramsey	was	more	ambitious	than	Birbaumer’s	approach
with	Mr.	Chahín.	With	Ramsey	the	goal	was	actual	language—the	researchers
believed	they	could	insert	wires	into	Ramsey’s	brain	that	would	allow	him	to
spell	out	words	on	his	computer,	similar	to	Birbaumer’s	system.	Until	about
2004	this	actually	worked.	Then	one	day	Ramsey	had	a	bad	bout	of
pneumonia,	and	his	ability	to	spell	disappeared,	along	with	his	ability	to
communicate	beyond	a	simple	yes	or	no.	They	had	to	find	a	new	system,	and



what	they	developed	is	remarkable:	Ramsey	thinks	about	making	simple
sounds,	such	as	vowels,	and	the	wires	from	his	brain	to	the	computer	translate
this	activity	into	sound.	Slowly	his	inner	voice	is	finding	a	way	to	express
itself,	even	if	he	is	currently	limited	to	simple	vowel	sounds.28

These	neural-interface	techniques	hold	much	promise,	especially	for	those
who	descend	slowly	into	locked-in	states,	such	as	through	ALS.	However,
many	people	become	locked	in	suddenly	through	a	stroke	or	accident,	and
their	lack	of	movement	is	assumed	to	reflect	a	lack	of	mind.	Without	the
appearance	of	agency,	brain-scanning	techniques	are	seldom	used,	and
patients	are	diagnosed	as	comatose	or	vegetative	and	left	to	lie	forever	in
hospital	beds.	Take	the	case	of	Julia	Tavalaro,	who	at	age	thirty-two	suffered
two	strokes	and	a	brain	hemorrhage.	Lying	motionless,	she	was	assumed	to	be
in	a	vegetative	state	for	six	years	until	her	speech	therapist,	Arlene	Kratt,
noticed	the	trace	of	a	smile	after	the	telling	of	a	joke.	This	small	expression
proved	to	be	her	salvation.	With	attention	from	doctors	and	therapists,	she
learned	to	communicate	with	eye	movements	(like	Bauby)	and	control	a
wheelchair	with	cheek	movements	(like	Hawking).	More	impressive,
Tavalaro	also	published	a	collection	of	her	poems,	all	communicated	using	a
switch	she	could	touch	with	a	small	movement	of	her	cheek.29

Communicating	with	others	may	be	lifesaving	to	some	locked-in	patients,
but	others	simply	want	to	die.	One	such	patient	is	Tony	Nicklinson,	a	British
man	who	suffered	a	stroke	and	found	himself	almost	fully	locked	in.
Although	he	could	communicate	by	blinking,	he	found	his	life	so	frustrating
and	empty	that	his	one	great	wish	was	to	be	allowed	to	die.	Unfortunately	for
Nicklinson,	suicide—like	getting	dressed	or	going	to	the	bathroom—is	an
action	that	requires	some	amount	of	agency,	if	only	to	overdose	on
painkillers.	Without	any	of	his	own	agency,	he	needed	someone	else’s	help,
and	so	he	petitioned	the	British	government	to	allow	him	assistance.	They	had
to	decide	whether	this	would	be	suicide	or	murder.

In	a	statement	prepared	for	the	court,	Nicklinson	described	his	daily	life:

My	life	can	be	summed	up	as	dull,	miserable,	demeaning,
undignified	and	intolerable.	.	.	.	It	is	a	misery	created	by	the
accumulation	of	lots	of	things	which	are	minor	in	themselves	but,
taken	together,	ruin	what’s	left	of	my	life.	Things	like	.	.	.	constant
dribbling;	having	to	be	hoisted	everywhere;	loss	of	independence	.	.	.
particularly	toileting	and	washing,	in	fact	all	bodily	functions	(by	far
the	hardest	thing	to	get	used	to);	having	to	forgo	favourite	foods	.	.	.
having	to	wait	until	10:30	to	go	to	the	toilet.	.	.	.	In	extreme



circumstances	I	have	gone	in	the	chair,	and	have	sat	there	until	the
carers	arrived	at	the	normal	time.30

The	idea	of	consensual	killing	has	always	posed	an	ethical	problem,
because	it	represents	a	slippery	slope.	We	might	sympathize	with	Nicklinson,
but	what	about	the	case	of	Bernd	Brandes,	who	allowed	himself	to	be	eaten
by	German	cannibal	Armin	Meiwes?	Brandes	was	certainly	happy	to	die—
before	he	bled	to	death,	he	and	Meiwes	shared	a	meal	of	Brandes’s	cooked
genitals—but	is	the	simple	wish	to	die	sufficient	justification	for	being	killed?
Is	cannibalism	okay	when	the	victim	expresses	a	desire	to	be	eaten	and	have
his	kneecaps	used	as	fertilizer,	as	Brandes	suggested?31	In	their	original
decision	the	German	courts	wrote	that	Meiwes	had	no	“base	motives”	and
therefore	was	not	guilty	of	murder,	although	he	did	get	eight	and	a	half	years
for	manslaughter.32

Of	course,	Brandes—unlike	Nicklinson—could	have	killed	himself.	The
British	court’s	decision	on	Nicklinson’s	case	followed	precedent,	ruling	that	it
was	illegal	for	even	a	suffering,	locked-in	patient	to	be	killed.	One	justice
commented,	“No	one	could	fail	to	be	deeply	moved	by	the	terrible
predicament	faced	by	these	men	struck	down	in	their	prime	and	facing	a
future	bereft	of	hope	.	.	.	but	the	short	answer	is	that	.	.	.	any	change	[in
assisted	suicide	laws]	would	need	the	most	carefully	structured	safeguards
which	only	Parliament	can	deliver.”33

What	was	Nicklinson	to	do?	The	court	forbade	assisted	suicide,	but	it
couldn’t	force	him	to	eat—he	still	had	control	over	his	ability	to	swallow.
Immediately	after	receiving	the	court’s	verdict,	Nicklinson	vowed	to	stop
eating	his	spoon-fed	meals.	In	his	already	weakened	state,	this	lack	of
nutrition	soon	led	him	to	catch	pneumonia,	and	only	days	later	he	finally	got
his	wish.34	Whether	you	believe	Nicklinson’s	death	was	a	merciful	release
from	suffering	or	a	tragic	loss	of	life	likely	depends	upon	how	you	imagine
yourself	in	a	locked-in	state.

Trying	to	predict	how	much	you	would	like	or	dislike	the	experience	of	a
different	state	is	called	affective	forecasting.	Affective	forecasting	is	exactly
what	people	do	when	they	make	statements	such	as	“I	would	rather	die	than
be	locked	in”	or	“My	life	would	be	much	better	if	I	won	the	lottery”	or
“Giving	birth	won’t	hurt	enough	to	need	an	epidural.”	In	affective	forecasting,
people	in	one	state	(e.g.,	health)	imagine	what	it	would	be	like	to	be	in	a
different	state	(e.g.,	locked	in).	Unfortunately,	our	imaginations	are	unreliable
guides	to	altered	states,	which	means	that	most	people	fail	to	accurately
predict	their	future	feelings.*



In	a	classic	demonstration	people	imagined	their	happiness	after
hypothetically	winning	the	lottery	or	becoming	paraplegic.	Unsurprisingly,
people	believed	that	lottery	winning	would	make	them	ecstatic	and	that
paraplegia	would	make	them	miserable.	They	were	half	right:	immediately
after	these	respective	events,	people	who	actually	experience	them	are	indeed
much	happier	or	sadder	than	usual,	but	within	a	year	they	basically	return	to
their	pre-event	happiness	level.35	This	means	that	lottery	winners	are	often	no
happier	than	those	who	are	paralyzed	from	the	waist	down.	“Impossible!”	you
may	scoff,	believing	with	cold	certainty	that	gaining	millions	of	dollars	is
better	than	losing	the	use	of	your	legs.

While	it	is	true	that	your	imagined	experiences	of	these	events	are	vastly
different—sitting	in	your	yacht	drinking	piña	coladas	versus	sitting	alone	in	a
wheelchair—it	turns	out	that	the	actual	experiences	of	these	events	are	not	so
different.	There	are	many	bad	things	in	lottery	winning	and	many	good	things
in	paraplegia.	Winners	of	the	lottery	have	to	contend	with	scheming	family
members,	the	resentment	of	their	friends,	the	loss	of	meaning	in	their	lives
after	quitting	their	jobs,	and	the	endless	parade	of	strangers	trying	to	use	them
for	their	money.	Paraplegics	still	have	their	friends	and	family,	and	misfortune
serves	to	strengthen	social	bonds,	allows	people	to	find	meaning	in	their	lives,
and	even	helps	them	find	God.36

Faulty	affective	forecasting	often	leads	people	to	overestimate	the	misery
of	medical	conditions.	You	may	think	that	it	would	be	better	to	be	dead	than
to	be	both	blind	and	deaf,	but	Helen	Keller	had	these	two	disabilities,	and	not
only	did	she	want	to	keep	living	but	she	lived	an	incredibly	rich	and	important
life.	You	may	think	it	would	be	better	to	be	dead	than	to	be	locked	in,	but
locked-in	patients—Nicklinson	excepted—seldom	advocate	for	suicide.	On
the	other	hand,	it	is	very	difficult	to	simulate	experiences	such	as	pain	and
discomfort,	which	may	make	locked-in	states	worse	than	what	we	imagine.

In	an	everyday	example,	pregnant	women	often	wish	to	have	a	natural
birth,	despite	the	imagined	pain,	but	when	the	actual	pain	of	labor	arrives,
many	are	quick	to	abandon	that	wish	and	go	for	the	relief	of	an	epidural.	So	it
seems	that	the	only	rule	when	it	comes	to	understanding	the	experiences	of
different	states	is	that	we	seldom	truly	understand	them.	The	inaccuracy	of
affective	forecasting	is	ultimately	rooted	in	the	problem	of	other	minds,	which
we	introduced	in	chapter	1.	You	can	ultimately	never	fully	understand	other
minds,	even	when	that	“other”	mind	is	your	future	self.

Your	inability	to	accurately	predict	your	future	experiences	is	okay
concerning	giving	birth	or	even	paraplegia,	because	you	can	decide	in	the



moment	and	communicate	your	wishes.	In	contrast,	when	you	are	silent,	you
end	up	being	bound	by	your	past	wishes	or	the	wishes	of	your	family.

Imagine	you	had	a	loved	one	who	suddenly	suffered	a	massive	stroke	and
showed	no	signs	of	agency	but	some	ambiguous	signs	of	experience	via	an
fMRI	scanner.	They	could	be	locked	in,	or	they	could	be	in	a	vegetative	state.
What	would	you	choose	for	them?	Would	you	keep	them	alive	in	case	they
could	think	and	sense	the	world,	if	only	from	the	solitary	confinement	of	their
broken	body?	Or	would	you	allow	them	to	die,	freeing	them	from	suffering
and	snuffing	out	any	lingering	experience	they	might	have?	Many	people	are
terrified	to	make	such	a	stark	choice	about	life	and	death,	wishing	instead	that
the	patient	in	question	had	given	some	hint	to	their	wishes	through	a	living
will.

Living	wills—also	called	advance	directives—are	similar	to	normal	wills
in	that	they	communicate	your	wishes	when	you	are	no	longer	able	to	do	so.
Rather	than	applying	after	death,	living	wills	apply	after	extreme	misfortune,
such	as	strokes,	accidents,	and	neurological	diseases.	One	example	of	a	living
will	guiding	decisions	is	told	by	Dr.	Pauline	Chen	in	an	article	she	wrote	in
the	New	York	Times.	Her	father-in-law	woke	up	with	coldness	in	his	right	arm.
It	was	caused	by	severe	clots	in	major	arteries	blocking	blood	flow	to	his	arm
and	major	organs.	Surgery	was	a	possibility,	but	its	chance	of	success	was
small,	and	even	if	it	was	successful	he	would	have	been	condemned	to	years
of	suffering	and	hospital	visits.	Chen’s	family	struggled	with	the	decision,	but
her	father-in-law	had	made	his	wishes	known	in	a	living	will—he	wanted	to
die.

Despite	the	misgivings	of	the	family,	her	father-in-law	died	happily,
surrounded	by	those	he	loved—a	decision	Chen	seems	at	peace	with.37
However,	even	when	there	are	living	wills	advocating	death,	the	family’s
wishes	to	keep	patients	on	life	support	often	prevail.	Technically,	the	living
will	should	take	precedence,	but	with	the	patient	silent	and	the	family
threatening	to	sue	for	malpractice	(or	even	press	charges	for	murder),	doctors
are	often	quick	to	capitulate	and	maintain	treatment.	Because	of	moral
concerns,	some	hospitals	even	keep	patients	alive	when	the	family	agrees
with	the	will’s	decision	to	cease	treatment.38

Knowing	about	the	inaccuracy	of	affective	forecasting	might	also	give	us
pause	about	relying	on	living	wills,	as	the	wishes	of	the	healthy	past	self	may
not	be	the	same	as	those	of	the	locked-in	future	self.	Imagine	that	at	age
eighteen	you	make	your	friend	promise	to	kill	you	if	you	ever	buy	a	minivan.
Twenty	years	later	you	have	forgotten	this	pledge	and	lost	touch	with	your



friend,	and	so	you	are	surprised	to	see	him	arrive	at	your	house	with	a
handgun	after	you	buy	a	family-sized	automobile.	Would	he	be	excused	for
murdering	you?	Unlikely.	The	courts	recognize	that	people	can	change	their
minds.	One	way	to	interpret	“change	their	minds”	is	to	say	that	the	same	mind
merely	shifted	its	opinion,	but	the	more	interesting	way	is	to	say	that	the	mind
actually	changed—it’s	a	different	mind	than	it	was	in	the	first	place.	This
more	literal	sense	of	“mind	changing”	suggests	that	someone’s	wishes	in	a
living	will	are	no	different	from	the	wishes	of	their	family:	they	are	both	the
wishes	of	people	who	are	fundamentally	different	from	the	patient	sitting	in
the	bed.	The	writer	of	the	living	will	just	happens	to	have	the	same	name	as
the	person	who	is	now	silent.

That	moral	judgments	depend	more	on	mind	perception	than	on	objective
mind	is	especially	true	with	the	silent.	We	had	a	thesis	student	named	Annie
Knickman	who,	after	spending	time	in	hospitals,	noticed	something	funny
about	the	mind	perception	of	PVS	patients:	people	spoke	of	them	as	if	they
completely	lacked	minds.	In	a	biological	sense	PVS	patients	are	somewhere
in	the	limbo	between	living	and	dead,	but	people	seemed	to	see	them	as	more
dead	than	dead.	In	her	thesis	studies,	participants	rated	the	agency	and
experience	of	normal	people,	PVS	patients,	and	dead	people.	Unsurprisingly,
people	rated	the	living	person	as	having	more	mind	than	either	the	PVS
patient	or	the	dead	person,	but	PVS	patients	were	also	seen	as	having	less
mental	functioning	than	dead	people.39

The	reason	for	this	strange	reversal	is	something	called	dualism,	which
we	explore	in	depth	in	chapter	8	on	the	dead.	The	short	explanation	is	that
when	you	are	in	a	persistent	vegetative	state,	people	focus	so	much	on	the
mechanics	of	your	body,	on	your	neurons	and	organs,	on	the	breathing
machines	and	feeding	tubes,	that	they	forget	that	there	is	also	a	mind	in	that
body.	We	saw	the	same	phenomenon	in	chapter	5	on	the	enemy:	focusing	on
someone’s	chest	and	butt	turns	them	from	a	person	into	a	mere	sexual	object.
Consistent	with	“objectification,”	the	silent	are	often	seen	as	biological
machines	more	than	living	beings.



Figure	31:	Fetal	Development
When	does	the	mind	start?

The	ambiguity	of	mind	poses	difficulty	not	only	for	end-of-life	decisions
but	also	for	beginning-of-life	decisions.	Consider	fetuses—do	they	have
minds?	Out	of	all	the	cryptominds	you	would	be	hard-pressed	to	find	one
more	controversial	than	a	developing	human	in	utero.	In	contrast	to	PVS	and
locked-in	states,	which	are	possible	only	with	modern	life-support	machines,
fetuses	have	been	around	for	as	long	as	humans.	But	despite	eons	of
familiarity,	there	is	still	no	consensus	about	when	“life”	or	mind	truly	begins.
Where	is	the	line	between	mindlessly	replicating	cells	and	a	nascent	human
being?

One	straightforward	answer	to	this	question	is	to	draw	the	line	at	either
the	very	beginning	or	the	very	end	of	development.	The	Catholic	Church



takes	the	“beginning”	perspective,	claiming	that	life	begins	at	conception;	as
soon	as	an	egg	and	a	sperm	fuse,	there	is	life—the	beginning	of	a	new	mind.
This	perspective	is	shared	by	many	evangelical	Christians,	although	this	is	a
relatively	recent	trend.	As	late	as	the	1970s	many	evangelicals	emphasized
the	other	end	of	development	and	believed	that	life	truly	began	at	birth.
Writing	in	Christianity	Today	in	1968,	professors	at	Dallas	Theological
Seminary	wrote	that	“God	does	not	regard	the	fetus	as	a	soul,	no	matter	how
far	gestation	has	progressed,”	and	“The	embryo	is	not	fully	human—it	is	an
undeveloped	person.”40

This	“life	at	birth”	position	arose	to	differentiate	evangelicals	from
Catholics	and	meant	that	many	were	relatively	comfortable	with	abortion.	A
symposium	organized	in	1968	by	the	Christian	Medical	Society	affirmed	that
“the	preservation	of	fetal	life	.	.	.	may	have	to	be	abandoned	to	maintain	full
and	secure	family	life,”	as	well	as	in	cases	of	rape,	incest,	fetal	deformity,	and
threat	to	the	mother’s	well-being,	whether	physical	or	emotional.41
Evangelical	opinion,	however,	swung	after	church	leaders	such	as	Jerry
Falwell	reacted	to	the	1973	Roe	v.	Wade	decision	and	advocated	a	“life	at
conception”	interpretation	of	the	Bible.

Between	the	extremes	of	conception	and	birth,	there	are	nine	months	of
gradual	change,	which	makes	it	difficult	to	draw	any	firm	boundary.	We	can
all	agree	on	the	presence	of	mind	at	nine	months,	and	at	eight	months,	but
what	about	seven?	Or	six?	Or	five?	Or	four?	Or	three?	When	do	cells	become
people?	This	question	mirrors	a	long-standing	philosophical	problem	called
the	sorites	paradox,	which	asks	when	“grains	of	sand”	become	a	“pile”?*	We
can	all	agree	that	one	grain	of	sand	is	not	a	pile	and	that	a	thousand	grains	is	a
pile.	We	can	also	all	agree	that	one	grain	of	sand	never	makes	the	difference
between	a	pile	and	not	a	pile.	Two	grains	of	sand	still	isn’t	a	pile	and	999
grains	of	sand	still	is	a	pile.	But	here’s	the	paradox:	If	you	keep	adding	(or
taking	away)	single	grains	of	sand,	eventually	you	do	end	up	with	a	pile	(or	a
lack	of	pile).	Somehow,	“pileness”	emerges	from	enough	grains	of	sand,	even
though	there	is	no	one	single	grain	that	does	the	trick.

With	fetal	development	no	single	day	is	sufficient	to	transition	from	mere
cells	to	a	minded	person,	but	a	minded	person	eventually	does	emerge.	This
problem	of	vagueness	plagues	every	human	category,	from	newness	(how
many	days	until	a	new	car	is	no	longer	“new”?)	to	money	(how	many	dollars
does	one	need	in	order	to	be	“rich”?)	to	height	(how	many	inches	are	required
for	someone	to	be	“tall”?).	The	vagueness	of	fetal	minds	is	particularly
troublesome	because	laws	about	abortion	require	precision,	such	as	allowing



one	during	the	first	trimester	but	not	in	the	fifty-third	trimester	when	your	son
drives	the	family	car	through	the	garage	door.

One	solution	to	the	problem	of	vagueness	is	tying	mind	perception	to
biological	changes,	such	as	the	“quickening,”	when	the	fetus	begins	moving
on	its	own.	Most	pregnant	women	detect	fetal	movement	somewhere	between
eighteen	and	twenty	weeks	(or	somewhat	earlier	if	they’ve	given	birth
before).	The	relative	precision	of	the	quickening	in	an	otherwise	vague
developmental	process	has	recommended	it	as	a	criterion	for	the	right	to	life;
the	British	legal	scholar	William	Blackstone	wrote	in	1765,	“Life	.	.	.	begins
in	contemplation	of	law	as	soon	as	an	infant	is	able	to	stir	in	the	mother’s
womb.”42	The	quickening	was	also	used	as	the	line	beyond	which	women
sentenced	to	death	for	crimes	could	“plead	the	belly”	and	stay	the	execution
until	after	giving	birth.43

Another	potential	criterion	is	viability,	the	point	at	which	a	fetus	is	able	to
live	on	its	own.	In	the	dimensions	of	mind	perception,	viability	can	be	thought
of	as	agency,	the	capacity	to	act	upon	the	world	and	to	achieve	one’s	goals,	if
only	minimally.	However,	the	larger	concern	in	fetal	rights—as	in	most	other
moral	rights—is	the	capacity	for	experience.	When	can	a	fetus	feel	pain	and
suffer?	Neurologically	speaking,	at	twenty-three	to	thirty	weeks	fetuses
develop	extensive	connections	to	the	thalamus,	a	brain	structure	that	relays
information	from	the	body	to	higher	cortical	structures	that	process	pain.
EEGs	reveal	typical	“awake”	human	brain	waves	a	few	weeks	later	in
development,	along	with	activations	of	the	somatosensory	cortex,	which
processes	painful	stimuli.	Thirty	weeks	of	development	also	marks	the	point
at	which	infants	will	make	facial	grimaces	in	response	to	noxious	stimuli,
such	as	pokes	in	the	heel	or	extreme	heat.44

Although	this	evidence	converges	to	suggest	something	important
happens	at	thirty	weeks	of	development,	it	is	unclear	whether	this	represents
conscious	experiences	of	pain.	Silent	adult	patients	often	have	intact
thalamocortical	connections,	exhibit	alpha	waves	in	EEGs,	and	will	grimace
in	response	to	pokes	and	prods,	but	they	do	not	necessarily	feel	pain.	An
engineer	could	easily	build	a	mechanical	sensor	that	reacts	to	pinches	or
extreme	heat,	but	we	wouldn’t	say	that	it	could	“feel”	pain	any	more	than	a
sensor	that	detects	colors	can	really	“see”	a	sunset.	Feeling	requires	a
conscious	mind.

Fetal	minds	are	especially	ambiguous	because	perceptions	of	current
mind	are	entangled	with	those	of	future	mind.	A	fertilized	zygote	of	thirty-two
cells	is	extremely	unlikely	to	have	feelings	and	thoughts	but,	if	left	alone,	will



eventually	develop	into	a	person	who	does	have	these	capacities.	For	potential
parents	it	can	be	extremely	hard	to	separate	the	actual	from	the	potential.
When	people	are	bereft	after	a	miscarriage,	it	is	not	because	of	the	loss	of
mere	cells	but	instead	the	loss	of	the	imagined	child,	the	disappearance	of
future	Thanksgiving	dinners	and	birthday	parties.	This	is	why	some	pro-
choice	advocates	joke	that	pro-lifers	want	those	contemplating	abortion	not
only	to	get	an	ultrasound	but	also	to	paint	their	nursery	and	pick	out	a	name.45

Questions	of	mind	at	the	beginning	of	life	can	sometimes	continue	even
after	birth,	such	as	in	the	horrible	case	of	anencephaly,	where	normal-looking
babies	are	born	missing	all	of	their	brain	except	for	the	brain	stem—allowing
them	to	stay	biologically	alive	despite	no	other	mental	functioning.46
Bioethicists	suggest	that	the	most	ethical	choice	in	anencephaly	is	to	harvest
these	babies’	organs	to	save	the	lives	of	other	infants	who	need	them	(of
children	under	the	age	of	two	who	need	organ	transplants,	30	percent	to	50
percent	die	before	receiving	them).47	Of	course,	it	is	incredibly	difficult	to	not
see	a	full	human	mind	within	your	perfect-looking	child,	even	when	their	lack
of	brain	proves	otherwise.

The	allure	of	a	mind	imagined	and	desired	exerts	its	hold	even	after	birth
in	another	kind	of	silent	mind—children	with	extreme	autism.	Having	a	child
with	any	disability	can	be	challenging,	but	the	specific	deficits	of	autism	can
be	extremely	trying	for	parents.	Children	with	Down	syndrome	may	have
cognitive	delays	but	easily	connect	emotionally	with	their	parents,	whether
through	hugs	and	kisses	or	by	simply	saying,	“I	love	you.”	Conversely,	as	we
saw	in	chapter	5	on	the	enemy,	autism	is	marked	by	difficulties	in	mind
perception	and	communication	that	undermine	emotional	connection.
Children	with	extreme	autism	may	not	be	silent	per	se,	but	without	the	ability
to	cogently	communicate	or	reciprocate	feelings,	they	may	leave	their	parents
feeling	unloved.

This	silence	is	why	parents	with	autistic	children	were	so	excited	by
“facilitated	communication”	(FC),	a	technique	that	seemed	to	open	up	their
children’s	otherwise	closed	minds.	In	this	technique	the	child	sat	in	front	of	a
computer	keyboard	while	a	helper	“facilitated”	his	or	her	communication	by
holding	his	or	her	hands	and	sensing	where	the	child	wished	to	type.
Ostensibly,	these	helpers	detected	minute	muscle	movements	toward	certain
keys	and	used	them	to	convey	the	thoughts	and	feeling	of	the	autistic	child.

Parents	were	understandably	delighted	when	their	previously
uncommunicative	children	would	type	out	long	missives	of	love	and	longing,
such	as	“Autism	held	me	hostage	for	seventeen	years	but	not	any	more



because	now	I	can	talk.”48	The	practice,	promoted	in	the	United	States	by
Douglas	Biklen,	a	professor	at	Syracuse	University,	spread	quickly.	Teachers
and	parents	alike	were	amazed	at	the	messages	that	were	coming	from	their
children—but	were	they	actually	coming	from	their	children	at	all?
Suspicions	were	raised	when	some	of	the	children	began	writing	poetry	and
expressing	ideas	that	were	not	just	beyond	expectations	for	an	autistic	child
but	beyond	expectations	for	even	the	brightest	children	in	their	age	range.

To	explain	these	remarkable	children,	practitioners	of	facilitated
communication	suggested	the	possibility	of	“language	savants,”	similar	to
others	with	autism	who	were	mathematical	or	musical	geniuses.	Others	had
their	doubts,	wondering	whether	the	entire	practice	was	simply	a	way	to	make
money	from	vulnerable	parents.	You	might	think	that,	either	way,	facilitated
communication	caused	no	harm	and	gave	some	parents	hope,	and	so	it	was	a
matter	of	caveat	emptor.

Unfortunately,	while	most	children	wrote	essays	of	love	and	wisdom,
some	children	typed	graphic	accounts	of	rape	and	sexual	assault	at	the	hands
of	their	parents—often	their	fathers,	but	at	times	extending	to	siblings,
mothers,	even	grandparents.	Courts	of	law	had	been	accepting	FC	messages
as	genuine,	but	a	father	accused	of	brutally	raping	his	autistic	daughter
demanded	that	facilitated	communication	be	put	to	the	test.	He	had	lost	his
family	and	was	facing	the	loss	of	his	freedom:	it	was	time	to	finally	answer
the	question	of	who	was	really	authoring	these	messages.

A	researcher,	Dr.	Howard	Shane,	was	brought	in	to	investigate	the
accusations.	To	determine	the	true	mind	behind	the	message,	he	designed	a
paradigm	in	which	the	child	and	the	facilitator	were	asked	to	identify	an	item
in	an	image	and—unbeknownst	to	the	facilitator—they	were	each	shown	a
different	image.	For	example,	the	child	might	be	shown	a	bird	while	the
facilitator	was	shown	a	dog.	As	the	researchers	watched,	the	child’s	hands—
guided	by	the	facilitator—typed	out	“P-U-P-P-Y”—describing	an	image	that
the	child	had	not	seen.49	It	appeared	that	these	facilitated	messages—whether
heartfelt	or	accusatory—came	from	the	minds	of	the	facilitators	and	not	from
the	children.	These	findings	were	replicated	again	and	again,	much	to	the
disappointment	of	parents	who	had	thought	they	had	finally	found	a	way	to
bridge	the	gap	of	autism.*	When	it	comes	to	minds,	perceptions	are	strongly
biased	by	what	people	want	to	believe.	But	some	things,	like	facilitated
communication,	are	really	too	good	to	be	true.

More	than	any	other	cryptominds,	the	silent	are	characterized	by	wishful
thinking.	Whether	they	are	fetuses,	autistic	children,	or	vegetative	adults,	we



often	perceive	the	kind	of	mind	we	wish	(or	fear)	is	present.	We	want	to
believe	that	grandparents	without	the	capacity	to	talk	or	walk	can	nevertheless
recognize	their	own	grandchild.	We	want	to	believe	that	our	spouse	who
suffered	a	stroke	isn’t	living	in	pain.	We	want	to	believe	that	the	mind	of	a
loved	child	loves	us	back.	The	silent	provide	a	Rorschach	inkblot	of
cryptomind,	a	mute	canvas	on	which	we	project	our	own	minds	and	desires.

The	silent	lead	us	to	wonder	whether	a	body	has	lost	its	mind,	but	the
cryptominds	we	explore	next—the	group—have	the	ability	to	steal	our	minds
without	even	having	a	body.
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Chapter	7

THE	GROUP
very	twelve	years	the	medium-sized	Indian	city	of	Allahabad	finds	itself
home	to	almost	100	million	Hindu	pilgrims	over	the	course	of	eight

weeks.	Originally	named	Prayaga,	“the	place	of	offerings,”	Allahabad	is	the
meeting	place	(the	Triveni	Sangam)	of	three	rivers:	the	Ganges,	the	Yamuna,
and	the	Saraswati.	The	Ganges	and	the	Yamuna	are	easy	to	find	on	a	map,	but
the	Saraswati	is	more	difficult,	because	it	has	long	since	dried	up.	The	Hindus
believe	that	this	mythical	river	still	flows	underground	until	it	reaches
Allahabad.	They	also	believe	that	the	gods	dropped	holy	nectar	into	the
Triveni	Sangam,	gifting	this	confluence	of	rivers	the	power	to	wash	away
sins.	It	is	this	cleansing	power	that	attracts	pilgrims	to	the	Triveni	Sangam.	In
the	waters	among	the	millions	of	others,	pilgrims	inevitably	feel	a	powerful
sense	of	transcendence.	Walking,	eating,	and	bathing	as	a	group,	they	find
their	individuality	drifting	away,	replaced	by	something	much	grander	and
more	sustaining.

In	an	article	covering	this	phenomenon	for	National	Geographic,	writer
Laura	Spinney	met	an	elderly	couple	who	slept	for	weeks	in	an	unheated	tent
at	near-freezing	temperatures	while	being	constantly	bombarded	by	noise
loud	enough	to	cause	hearing	loss.	In	addition	to	these	living	conditions,
bathing	in	the	river	meant	submersing	yourself	in	frigid	water	so	polluted	that
it	is	unsafe	to	either	drink	or	bathe	in.	Despite	the	cold,	pollution,	and	endless
crowds,	pilgrims	nevertheless	seem	energized	and	rejuvenated	by	their
experience	of	losing	themselves	to	the	group.



Figure	32:	Triveni	Sangam

Even	in	peaceful,	spiritual	Allahabad,	however,	the	crowds	can	sometimes
spell	disaster.	On	February	10,	2013,	at	the	local	train	station,	pilgrims	on
their	way	home	started	jostling	one	another.	When	a	few	people	fell,	the
police	tried	to	intervene	and	panic	ensued.	A	stampede	crushed,	trampled,	and
otherwise	killed	thirty-six	people.1	In	this	kind	of	crowd	the	self	becomes	lost
to	the	group,	disappearing	into	the	crackling,	screaming	energy	of	terror,	and
is	regained	only	once	the	crowd	disperses.	Even	those	within	the	crowd	who
recognize	the	folly	of	their	actions	cannot	help	but	push	and	trample.	The
group	seems	to	have	a	mind	of	its	own.

We	often	speak	of	“group	mind”	as	some	mysterious	force	that	influences
people’s	behavior,	but	do	groups	really	have	a	mind?	As	we	saw	in	the
previous	chapter,	mind	is	intimately	linked	to	brains,	and	groups	certainly
don’t	have	brains.	Then	again,	brains	themselves	are	merely	groups	of
neurons,	which	themselves	are	dumb	and	mindless.	So	perhaps	groups	of
people—who	each	have	a	mind—can	make	a	collective	mind.	At	the	very
least,	groups	like	corporations,	governments,	and	the	Freemasons	are
perceived	to	have	a	mind.	And	as	we’ll	see,	they	are	perceived	to	have	a
specific	kind	of	mind,	sitting	firmly	on	one	side	of	the	moral	typecasting	fault
line.	But	we	are	getting	ahead	of	ourselves.	Before	we	investigate	the	“group
mind,”	we	must	first	discover	what	it	means	to	be	a	“group.”

The	boundaries	of	an	individual	are	reasonably	obvious—you	are
whatever	is	inside	your	skin—but	who	or	what	belongs	in	a	group	is	less
straightforward.	Consider	your	family.	Who	is	in	and	who	is	out	seems	clear:
mom,	dad,	sister,	husband,	and	kids	are	in,	whereas	distant	friends,	work



colleagues,	and	acquaintances	are	out.	But	what	about	your	uncle	who	comes
only	for	the	holidays,	or	the	biological	cousin	of	your	adopted	sister,	or	the
brother	whom	you	haven’t	spoken	to	for	years	because	of	his	impossible
wife?	Do	they	count	as	“family”?	Groups,	like	mind,	are	matters	of
perception,	which	further	complicates	things.

One	easy	solution	for	identifying	groups	is	to	identify	a	collection	of
people	in	one	place.	Many	groups	fulfill	this	criterion,	such	as	the	pilgrims	at
Allahabad,	military	platoons,	and	even	nations	of	people.	But	this	criterion
cannot	be	enough;	otherwise	the	five	people	waiting	at	the	bus	stop	are	as
legitimate	a	group	as	the	five	people	who	make	up	the	latest	pop	sensation
“All	5-4-Love.”*	Another	potential	rule	of	thumb	could	be	whether	a
collection	of	people	has	the	word	“group”	or	“club”	or	“organization”	in	its
name,	like	the	Sierra	Club,	the	National	Organization	for	Women,	or	the	Pop-
Tarts	Addiction	Group.	But	these	labels	exclude	folks	whose	associations	are
too	ephemeral	for	labels,	such	as	protesters	or	construction	crews	of	day
laborers.

Not	only	does	any	definition	of	“group”	yield	exceptions,	but	the	more
you	peer	at	groups,	the	more	they	seem	to	vanish.	We	focus	on	individuals	in
everyday	life,	and	the	more	you	focus	on	specific	individuals	within	a	group,
the	more	the	connections	among	them	disappear.	Just	as	you	can	“miss	the
forest	for	the	trees,”	so	too	do	we	often	miss	“the	group”	because	we	think	of
it	from	the	perspective	of	any	one	person.	The	more	you	stare	at	the	lead
singer	of	the	band	or	the	CEO	of	a	corporation,	the	more	superfluous
everyone	else	seems.	Sometimes	you	just	have	to	take	a	step	back	and	look	at
the	gestalt.

Gestalt	is	a	German	word	that	translates	to	“shape”	or	“form,”	but	it	has
long	held	another	deeper	definition	in	psychology.	Gestalt	psychology	began
in	the	early	twentieth	century	as	a	reaction	to	psychology	that	examined
isolated	elements	of	human	perception.	Whereas	a	typical	psychologist
studied	the	perception	of	specific	features	like	shadows	or	edges	or	lines,	a
Gestalt	psychologist	studied	how	it	all	fit	together.	Although	Gestalt
psychologists	primarily	studied	visual	perception,	they	revealed	five
principles	of	“groupiness”	that	also	apply	to	perceptions	of	people:	proximity,
similarity,	closure,	continuation,	and	common	fate.2

Proximity	is	the	idea	that	people	in	groups	are	typically	close	to	one
another.	It	is	easier	to	be	a	group	when	all	members	are	seated	in	the	same
basement	than	when	half	the	people	are	in	Croatia	and	the	other	half	are	in
Japan.	Bands,	sports	teams,	and	reading	clubs	are	characterized	by	physical



proximity	and	so	seem	more	authentic	than	Internet	groups	in	which	members
live	all	across	the	globe.*	Like	proximity,	similarity	is	a	relatively
straightforward	concept.	Groups	are	“groupier”	when	their	members	share
many	similarities,	such	as	the	same	race,	religion,	or	music	preferences.	This
is	why	there	are	more	“Black	Student	Associations”	on	college	campuses	than
“Black,	White,	Asian,	and	American	Indian	Associations.”

Figure	33:	How	Do	You	Group	These	Dots?
Following	the	Gestalt	principle	of	similarity,	we	organize	the	dots	into	rows	of	similar	color—not	into
columns	of	alternating	color.

Interestingly,	we	tend	to	see	similarities	based	on	present	traits	rather	than
absent	traits.	We	consider	Seventh-day	Adventists	more	grouplike	than
atheists	because	atheists	are	unified	by	the	absence	of	faith	rather	than	the
presence	of	faith.	If	you	looked	around	your	living	room,	you’d	likely	see
chairs,	a	table,	a	lamp,	and	maybe	a	rug	on	the	floor	and	a	picture	on	the	wall.
But	now	consider	the	objects	that	aren’t	present.	Well,	probably	a	car,	a
monkey,	and	the	Sydney	Opera	House.	In	fact,	there	are	an	infinite	variety	of
things	that	could	be	absent.	Absences	do	a	poor	job	of	unifying	people
because	they	are	much	less	specific.	Imagine	a	group	that	thinks	Picasso	is	the
greatest	painter	ever	and	another	group	that	thinks	he	isn’t—only	the	former
seems	like	a	real	group.



The	principle	of	closure	suggests	that	the	most	obvious	shapes—and
groups—have	firm	boundaries.	A	group	seems	ill	defined	if	anyone	can	join
and	leave,	especially	if	it	allows	partial	membership.	Consider	the	difference
between	being	a	Unitarian	Universalist	and	being	Jewish.	It	is	easy	to	become
a	Unitarian	Universalist	and	easy	to	leave	the	church,	and	there’s	no	clear
division	between	people	who	are	and	aren’t	Unitarian	Universalists.	In
contrast,	questions	of	Jewish	identity	are	much	sharper.	You	are	legitimately
Jewish	only	if	your	mother	was	Jewish	or	you	undergo	an	extremely	arduous
conversion	procedure	(and	even	then,	it’s	not	really	the	same).	It’s	also	hard	to
renounce	being	Jewish—even	if	you	don’t	believe	in	God,	don’t	celebrate
Passover,	don’t	speak	Yiddish,	and	don’t	have	a	mother	who	makes	you	feel
especially	guilty,	you’re	still	Jewish,	often	by	virtue	of	a	continuous
Ashkenazi	bloodline.

Speaking	of	continuous,	continuity	is	another	Gestalt	principle.	In	shapes
continuity	means	that	a	shape	doesn’t	stop	as	soon	as	there	is	some	visual
barrier.	For	example,	in	a	drawing	of	two	overlapping	keys,	we	expect	the
bottom	key	to	continue	on	after	it	passes	under	the	top	key.	Continuity	is
equally	important	with	groups.	Temporary	flash	mobs	may	technically	be
groups,	but	the	groupiest	groups	are	those	that	stick	around	despite	the
challenges	that	they	face.	To	return	to	the	Jewish	people,	what	makes	them
groupier	than	many	other	religions	is	their	continuation	through	millennia	of
persecution.



Figure	34:	Continuity	in	Shapes
The	bottom	key	continues	even	after	it	is	obscured	by	the	crossing	over	of	the	top	key.

The	most	important	criterion	for	perceptions	of	groups	is	probably
common	fate.	Groups	are	collections	of	people	that	not	only	are	similar,
proximate,	closed,	and	continuous	but	also	share	a	destiny.	When	a
corporation	goes	bankrupt,	everyone	is	out	of	a	job;	when	a	football	team
wins	the	Super	Bowl,	everyone	gets	a	ring.	Groups	often	fall	apart	when	this
common	fate	comes	undone,	such	as	when	work	teams	get	rewarded	for
individual	performance	rather	than	group	performance.3

Combining	the	principles	of	proximity,	similarity,	closure,	continuity,	and
common	fate	yields	a	measure	of	groupiness	that	is	typically	given	the	more
scientific	name	of	“entitivity”—how	much	something	is	an	entity.	Perceptions
of	entitivity—like	those	of	mind—not	only	are	ambiguous	but	also	dictate
how	we	perceive	mind	in	groups	and	group	members.	For	an	obvious
example,	consider	sheep.

Sheep	don’t	appear	to	possess	the	most	powerful	of	minds.	They’ve	never
built	a	civilization,	can’t	drive,	and	do	even	worse	at	Jeopardy.	But	they	are
far	more	intelligent	than	you	might	think.	In	a	series	of	studies,	Cambridge



University	researchers	tested	the	cognitive	ability	of	seven	Welsh	Mountain
sheep	in	a	specially	constructed	maze.4	Despite	their	reputation	as	fuzzy
dunces,	sheep	are	just	as	smart	in	these	situations	as	rodents	and	monkeys.

If	sheep	are	so	smart,	then	why	do	they	seem	so	stupid?	The	answer	is
that	sheep	are	highly	entitive—they	live	in	those	very	“groupy”	groups	that
we	call	“flocks.”	Any	one	sheep	appears	highly	similar	to	other	sheep	(at	least
to	our	eyes),	they	remain	spatially	nearby	other	sheep,	and	they	have	a
collective	fate.	It	is	the	entire	flock	that	is	led	by	a	shepherd	or	stalked	by
wolves	or	herded	by	a	border	collie,	so	it’s	unnecessary	to	consider	the
thoughts	of	any	single	sheep	to	understand	the	behavior	of	the	flock.	It	is
groupiness	that	strips	away	mind	from	individual	sheep;	when	we	admonish
people	for	mindlessly	following	the	crowd,	we	say,	“Don’t	be	a	sheep.”

Research	suggests	anyone	seems	dumber	in	a	group,	including	teenagers,
college	students,	and	even	the	elderly.	Consider	the	difference	between
talking	to	your	grandmother	in	her	room	at	the	nursing	home	and	watching
the	sea	of	gray	hairs	march	down	to	the	dining	room	for	five	o’clock	dinner.
The	collective	shuffling	of	the	latter	seems	much	less	thoughtful.	Two
psychologists,	Adam	Waytz	and	Liane	Young,	investigated	this	effect,
hypothesizing	that	it	hinged	upon	the	entitivity	of	the	group:	the	more	entitive
the	group,	the	less	mind	individual	members	should	be	perceived	to	possess.
To	test	this	hypothesis,	participants	rated	the	minds	of	individuals	belonging
to	low-entitivity	groups	like	Facebook	users	or	golf	players	and	high-
entitivity	groups	like	the	U.S.	Marine	Corps	or	the	New	York	Yankees,	which
exhibit	the	principles	of	similarity,	proximity,	closure,	continuity,	and
common	fate.	As	predicted,	in	more	entitive	groups	members	were	stripped	of
their	individual	minds.5

Psychologist	Carey	Morewedge	and	his	team	independently	found	this
effect	with	a	creative	experimental	design.	One	of	Morewedge’s
coinvestigators,	psychologist	Jonathan	Schooler,	had	a	daughter	who	owned
an	aquarium	full	of	brine	shrimp,	or	Sea-Monkeys.	At	first	the	aquarium	was
populated	by	a	large	cluster	of	shrimp,	and	each	individual	shrimp	wasn’t
particularly	interesting	to	Schooler	or	his	daughter.	But	gradually,	as	happens
with	pets,	the	shrimp	began	to	die,	until	there	was	just	one	left.

Suddenly	this	one	remaining	brine	shrimp	was	fascinating—Schooler	and
his	daughter	gave	it	a	name	and	began	to	see	it	as	possessing	personality
traits.	Of	course,	this	same	shrimp	had	been	there	all	along,	but	it	became
interesting	only	once	it	had	shed	its	surrounding	group.	Mimicking	this	Sea-
Monkey	experience,	the	researchers	showed	participants	pictures	of



individuals	in	groups	of	varying	sizes	and	also	manipulated	the	individuals’
proximity	and	similarity	to	the	group.	They	found	that	the	more	an	individual
stood	out—by	being	in	a	smaller	group,	being	distant	from	the	group,	or	being
different	from	the	group—the	more	they	were	perceived	to	possess	mind.6

Importantly,	the	perceived	mind	stripped	from	group	members	in	entitive
groups	doesn’t	just	vanish.	Instead	it	gets	ascribed	to	the	group	as	a	whole.
Take	the	case	of	a	squad	of	marines.	Not	only	do	marines	all	look	the	same,
courtesy	of	uniforms	and	haircuts,	but	they	all	have	the	same	training	and—
within	a	given	squad—have	the	same	mission	and	intertwined	fates.	Because
they	act	together	as	one	unit,	it	makes	sense	to	think	of	the	whole	squad	as	a
mind,	rather	than	individual	marines.	The	secretary	of	defense	doesn’t	need	to
know	that	Private	Jones	misses	home	or	that	Private	Wilson	listens	to	heavy
metal	music	to	get	pumped	up.	All	she	needs	to	know	is	that	the	entire	squad
is	planning	on	taking	the	enemy	position,	collectively	believing	that	they	have
the	tactical	advantage.

This	mind-perception	“trade-off”7	between	groups	and	their	members	is
reminiscent	of	the	mind-perception	fault	line	seen	throughout	the	book.	Just
as	individual	minds	are	seen	as	either	feelers	or	doers,	minds	are	ascribed	to
either	groups	or	their	members.	Groups	may	derive	their	perceived	mind	from
their	members,	but	studies	reveal	that	groups	are	ascribed	a	different	kind	of
mind	from	their	members.

In	one	experiment	philosophers	Josh	Knobe	and	Jesse	Prinz	asked	people
to	rate	the	“naturalness”	of	a	number	of	sentences.	Some	of	these	sentences
asked	whether	a	company,	Acme	Corp,	believed	its	profit	margins	would
increase	or	intended	to	release	a	new	product.	In	other	words,	they	asked
about	Acme	Corp’s	status	as	a	thinking	doer.	Other	sentences	asked	about
Acme	Corp’s	ability	to	have	experience	and	be	a	vulnerable	feeler,	such	as
whether	Acme	Corp	was	feeling	joy	or	pain.	The	agency-related	set	of
statements	were	all	rated	as	very	natural,	whereas	the	experience	set	of
statements	were	rated	as	rather	unnatural.*8

These	results	suggest	that—unlike	the	humans	who	make	up	groups—
groups	themselves	are	typically	seen	only	as	thinking	doers	and	not	as
vulnerable	feelers.	A	cohesive	collection	of	people	has	agency	but	not
experience.	In	another	test	of	this	“group	as	agent”	hypothesis,	we	included
Google	in	our	set	of	mind-survey	characters.	As	predicted,	people	admitted
that	Google	could	think	and	act	but	denied	it	the	ability	to	feel	and	sense—
placing	it	in	the	bottom	right	of	the	mind	survey,	together	with	God.



Corporations	seem	to	lack	experience	because	they	lack	a	body,	which	is
the	seat	of	our	passions	and	the	vehicle	through	which	we	feel	hunger,	and
lust,	and	fear.	Although	you	might	be	willing	to	grant	that	Google	is	feeling	a
bit	disappointed	with	a	Supreme	Court	decision,	you	are	likely	unwilling	to
say	that	Google	is	thirsty	or	lustful.	Experience	rests	in	the	body,	and	only
individuals	have	bodies,	which	obscures	even	the	experience	of	individuals
within	groups.

Because	experience	is	grounded	in	the	individual,	people	will	often	spend
thousands	of	dollars	to	help	a	single	person	but	nothing	to	help	many	people
—a	fact	well	noted	by	Joseph	Stalin,	who	is	rumored	to	have	said,	“A	single
death	is	a	tragedy,	a	million	deaths	is	a	statistic.”*	Take	the	case	of	Baby
Jessica,	an	eighteen-month-old	who	in	1987	fell	down	a	well.	Picture	a	steel
pipe	eight	inches	wide,	which	is	just	wide	enough	for	a	little	baby	girl	to
become	wedged	inside,	dozens	of	feet	below	the	surface.	When	Jessica’s	story
was	featured	on	the	national	news,	people	around	the	world	gave	a	total	of
$800,000	for	her	successful	rescue,	a	heartwarming	display	of	generosity.9

But	before	your	heart	gets	too	warm,	in	the	span	of	time	that	she	was
trapped	(two	and	a	half	days),	just	under	35,000	children	likely	died
worldwide	from	malnutrition.10	How	many	of	these	lives	could	have	been
saved	for	the	same	amount	of	money?	A	lot.	Those	commercials	that	promise
to	help	out	a	starving	village	for	just	dollars	a	day	aren’t	lying.	It’s	relatively
cheap	to	give	children	in	developing	nations	access	to	clean	water,	sufficient
food,	and	basic	medical	supplies—at	least	orders	of	magnitude	cheaper	than
rescuing	Baby	Jessica.

As	we	explored	in	chapter	4	on	the	patient,	we	help	others	when	we	feel
empathy,	and	it	is	easier	to	empathize	with	the	story	of	a	single	American	girl
than	with	thousands	of	faceless	African	children.	However,	people	help
individuals	even	when	they	know	nothing	about	them.	In	one	elegant	study
conducted	at	Carnegie	Mellon	University,11	researchers	evenly	divided	ten
dollars	among	a	group	of	eight	participants	by	dealing	out	forty	twenty-five-
cent	tickets	(i.e.,	participants	got	five	tickets	each).	Participants	were	then
divided	into	“keepers”	and	“losers.”	The	losers	were	told	that	they	had	to
forfeit	all	their	money,	while	the	keepers	held	on	to	their	tickets.	The	keepers
were	then	given	an	additional	option—they	could	donate	some	of	their	tickets
to	a	loser.

Some	keepers	were	assigned	a	specific	participant	who	would	receive
their	donation	(e.g.,	“participant	4”),	whereas	others	were	just	told	that	it
would	go	to	“one”	of	the	losers.	Importantly,	the	participants	never	met	and



keepers	had	no	clue	about	the	real	identity	of	participant	4.	From	the	keepers’
perspectives,	their	money	was	still	going	to	some	random	person	out	of	the
eight—but	now	that	person	had	a	name,	even	if	that	name	was	just	a
participant	number.	Keepers	who	had	an	“identifiable”	victim	donated	an
average	of	$3.42,	whereas	keepers	who	had	a	(more)	unknown	victim	donated
only	an	average	of	$2.12.	If	donations	increase	with	simple	identification,
imagine	what	happens	when	we	know	someone’s	real	name,	gender,	and
specific	predicament—as	in	the	case	of	Baby	Jessica.

It	pays	to	be	an	individual	not	only	when	are	you	are	harmed	but	also
when	you	perpetrate	harm.	In	chapter	1	we	saw	that	minds	are	typically
divided	into	doers	and	feelers,	an	idea	expanded	upon	in	chapter	4	on	the
patient	with	the	concept	of	moral	typecasting.	Moral	typecasting	suggests	that
we	see	others	as	either	blameworthy	moral	agents	or	innocent	moral	patients
—explaining	why	it	pays	to	play	the	victim	card	in	court.	This	legal	strategy
works	for	individual	humans,	because	we	all	have	both	agency	and
experience	and	can	emphasize	our	experience	to	garner	sympathy.	Groups,	on
the	other	hand,	are	seen	as	possessing	only	agency	and	lacking	the	experience
needed	to	earn	sympathy.

We	are	happy	to	prosecute	companies	that	dump	pollution,	lay	off
employees,	or	rig	the	stock	market	but	rarely	feel	bad	when	they	get
dismantled	or	are	the	targets	of	hostile	takeovers.12	This	has	led	psychologist
Tage	Rai	to	suggest	that	“corporations	are	cyborgs.”	As	revealed	in	chapter	3
on	machines,	it	is	easy	to	blame	robots	as	moral	agents	but	hard	to	see	them
as	vulnerable	moral	patients.	The	same	is	true	of	groups.

Consider	when	an	army	squadron	commits	a	terrible	crime	in	the	theater
of	war.	Such	a	crime	may	be	inexcusable,	but	we	could	still	extend
compassion	to	the	young	men	and	women	who	face	danger,	watch	their
friends	die,	and	wake	up	in	sweats	from	night	terrors.	But	these	problems	are
suffered	by	individual	soldiers,	and	so	when	a	group	does	something	heinous,
people	feel	less	overall	sympathy	and	demand	punishment.	Unfortunately,	it
is	the	individual	members	who	bear	the	punishment	for	wrongdoing,	not	the
group.

The	denial	of	experience	to	groups	means	we	fail	to	extend	them	the	same
protections	as	other	cryptominds	like	babies	and	puppies.	Mitt	Romney	has
challenged	this	habit,	arguing	that	“corporations	are	people	too”13	and	deserve
the	right	to	support	candidates	in	elections.	The	Supreme	Court	agreed.	In	a
five-to-four	decision	it	ruled	that	corporations	have	the	same	free-speech
rights	as	individuals.14	What	about	other	rights?	In	one	lampoon,	Stephen



Colbert	takes	seriously	the	idea	that	corporations	are	people,	suggesting	that
Romney’s	work	at	Bain	Capital,	in	which	he	downsized	and	divided	(i.e.,
dismembered)	corporations	qualifies	him	as	a	serial	killer.15

We	laugh	at	this	idea	because	even	forcibly	dividing	a	corporation	seems
to	cause	no	real	suffering,	but	the	inability	of	groups	to	suffer	causes
consternation	to	those	who	wish	to	see	them	punished.	If	a	corporation	harms
the	environment,	its	customers,	or	its	employees,	how	can	we	make	this	group
agent	suffer	in	turn?	One	solution	is	to	levy	fines,	but	does	this	really	“hurt”
the	corporation?	The	lack	of	experience	in	groups	is	why	mere	financial
settlements	against	corporations	are	so	unfulfilling.	Consider	the	$1.9	billion
settlement	levied	against	HSBC	for	allowing	the	laundering	of	billions	for
Mexican	drug	cartels.16	Even	two	billion	dollars	is	unsatisfying	when	the
crime	involves	supporting	organizations	that	display	severed	heads	along	the
sides	of	highways.

The	invulnerability	of	groups	coupled	with	their	ability	to	plan	and	act
can	also	lead	us	to	distrust	them—especially	invisible	ones	built	on	world
domination.	To	understand	what	we	mean,	just	look	up	at	the	sky.	See	the	soft
white	lines	of	jet	exhaust	crisscrossing	above	you?	You	may	not	have	given
these	condensation	trails—or	“contrails”—much	thought,	but	consider	the
pattern	they	make	from	space.	Each	day	thousands	of	planes	fly	across	the
world,	and	their	contrails	form	a	tight	grid	around	the	globe,	an	inescapable
web	of	white	fog.	From	your	vantage	point	on	the	ground,	each	of	these
contrails	seems	to	leave	only	water,	but	from	that	distance	could	you
distinguish	water	from	acid	or	from	hallucinogens	or	other	mind-control
agents?

Because	you’ve	read	this	far,	we	feel	that	we	can	trust	you	with	an
important	secret:	There	is	a	secret	group	controlling	the	highest	reaches	of
government,	including	the	Federal	Aviation	Administration.	Every	day	this
nefarious	group	impregnates	jet	fuel	with	a	variety	of	chemicals	that	mist	out
from	the	engines	and	float	down	into	your	lungs.	The	white	lines	above	you
aren’t	just	contrails—they’re	chem	trails—made	from	chemicals	expressly
designed	to	subjugate	people,	turning	normally	free-thinking	Americans	into
docile	drones	who	accept	without	question	this	group’s	propaganda.	What
propaganda?	Not	only	the	liberal	media	but	also	the	subliminal	messages
embedded	in	your	favorite	television	programs.	With	only	a	767	passing
silently	overhead	and	the	right	commercial,	shadow	governments	can	rob	you
of	your	free	will.



As	you	may	have	guessed,	this	is	an	example	of	a	conspiracy	theory,
broadly	called	the	“chem-trail”	theory.	Although	there	is	virtually	no	evidence
to	support	it,	that	hasn’t	stopped	many	people	from	believing	it	and
attempting	to	use	their	innate	psychic	powers	to	disperse	the	sky	chemicals.
Conspiracy	theories	are	as	old	as	human	society.	For	as	long	as	there	have
been	social	ills,	people	have	blamed	them	on	nefarious,	high-agency,	low-
experience	groups	such	as	the	Illuminati,	the	Freemasons,	or	the	shape-
shifting	lizard	people	known	as	Reptilians.*	Today	conspiracies	are
implicated	in	everything	from	the	devastation	of	the	9/11	attacks17	to	the
suffering	caused	by	the	rise	of	autism.18



Figure	35:	Reptilian
An	artist’s	interpretation	of	a	Reptilian	leader	of	the	New	World	Order,	a	legitimate	conspiracy	theory.

Why	do	conspiracy	theories	emerge	so	robustly	to	explain	tragedies	such
as	disease,	war,	and	death?	The	answer—as	you	may	have	guessed	from
previous	chapters—is	dyadic	completion.	When	there	is	a	tragedy,	people
seldom	throw	up	their	hands,	say,	“C’est	la	vie,”	and	accept	the	inherent
randomness	of	life.	Instead	they	search	for	meaning,	asking	not	only	how



something	bad	could	have	happened	but	also	who	is	behind	it.	When	people
feel	like	suffering	moral	patients,	their	dyadic	moral	template	compels	them
to	find	moral	agents	to	hold	responsible.	We	first	saw	this	kind	of	“agentic
dyadic	completion”	in	chapter	2	on	animals,	where	people	put	a	pig	on	trial
for	the	death	of	a	child.

As	an	easy	example,	consider	rush-hour	driving.	When	a	car	cuts	you	off
during	your	daily	commute,	you	likely	seldom	think,	“They	must	be	in	a
hurry,”	or	even,	“They’re	a	little	distracted,”	but	instead,	“That	asshole	knew	I
was	there	and	cut	me	off	just	to	spite	me!!”	The	link	between	perceptions	of
harm	and	perceptions	of	evil	intention	is	nicely	illustrated	by	a	pair	of
scenarios	designed	by	philosopher	Joshua	Knobe.

Both	scenarios	feature	a	chairman	of	the	board	presented	with	a	new,
profitable	project	by	a	company	vice	president.	In	the	first	case,	the	VP	says,
“We	are	thinking	of	starting	a	new	program.	It	will	help	us	increase	profits,
but	it	will	also	help	the	environment.”	The	chairman	of	the	board	then
answers,	“I	don’t	care	at	all	about	helping	the	environment.	I	just	want	to
make	as	much	profit	as	I	can.	Let’s	start	the	new	program.”	The	question	is
whether	the	chairman	intentionally	helped	the	environment.	Most	people	in
this	case	answer	no—if	the	CEO	doesn’t	care	about	helping	the	environment,
then	the	help	is	unintentional.	But	now	consider	the	second	scenario	with	only
one	word	changed.

The	VP	now	says	to	the	chairman	of	the	board,	“We	are	thinking	of
starting	a	new	program.	It	will	help	us	increase	profits,	but	it	will	also	harm
the	environment.”	The	chairman	of	the	board	then	answers,	“I	don’t	care	at	all
about	harming	the	environment.	I	just	want	to	make	as	much	profit	as	I	can.
Let’s	start	the	new	program.”	Did	the	chairman	intentionally	harm	the
environment?	Most	people	now	answer	yes—if	the	CEO	doesn’t	care	about
harming	the	environment,	then	the	harm	is	intentional.19	This	is	a	striking
reversal.	His	words	and	deeds	were	exactly	the	same	in	both	cases,	and	in
both	cases	he	was	motivated	only	by	profit.	However,	psychologically	we
perceive	the	good	act	to	be	merely	incidental	and	the	evil	act	to	be	intentional.

Harm	compels	us	to	find	a	mind	to	blame,	but	not	all	minds	are	equally
blameworthy.	You’ll	notice	that	the	environmental	harm	was	pinned	on	a
business	leader	and	not	a	puppy,	as	dyadic	completion	can	only	occur	with
someone	or	something	that	possesses	a	lot	of	agency.	You’re	not	going	to
blame	a	little	girl	for	the	downturn	of	stocks	or	a	cancer	patient	for	a	plane
crash	but	instead	presidents	and	cabinet	ministers	and	corporations.	Agentic
dyadic	completion	often	locates	specific	agents	to	blame.	When	the



environment	is	harmed	because	of	corporate	policies,	we	blame	the	CEO;
when	a	loved	one	dies	from	botched	surgery,	we	blame	the	overconfident
doctor;	and	when	someone	beats	us	for	a	promotion,	we	blame	our	biased
boss.

However,	some	events	are	difficult	to	pin	on	any	one	person,	whether
because	the	chain	of	blame	is	uncertain	or	because	the	magnitude	of	suffering
is	too	great	to	imagine	its	being	caused	by	a	single	individual.	In	these	cases,
such	as	the	day	the	music	died*	or	JFK’s	assassination,	we	seek	to	blame
something	even	more	powerful	and	mysterious:	the	agentic	minds	of
conspiring	groups.	Mass	destruction	calls	for	mass	intentional	evil,	which
conspiracies—with	their	collection	of	calculating	senators,	bankers,	and	spies
—can	easily	provide.	Perhaps	the	best	example	of	this	is	from	the	show	The
X-Files,	in	which	a	group	of	men	smoke	in	a	shadowy	room,	pulling	the
strings	on	alien	abductions,	secret	experiments,	and	mind	control.

Figure	36:	Belief	in	Various	Conspiracy	Theories
BASED	ON	T.	JENSEN,	“DEMOCRATS	AND	REPUBLICANS	DIFFER	ON	CONSPIRACY
THEORY	BELIEFS”	(PUBLIC	POLICY	POLLING,	2013).

Conspiracy	theories	are	helped	by	the	complicated	nature	of	causation.
The	most	immediate	causes	of	events	are	often	obvious,	but	their	ultimate
causes	are	unclear.	Consider	the	case	of	the	common	cold.	The	immediate



reason	for	your	sickness	is	a	quickly	replicating	virus,	but	why	did	you	get	the
virus	at	that	exact	time,	and	why	is	it	making	you	sick	and	not	your
coworkers?	Lack	of	sleep?	Lack	of	vitamin	C?	Licking	too	many	doorknobs?
In	the	case	of	JFK’s	assassination,	the	proximate	cause	was	a	bullet.	But	less
clear	is	the	ultimate	cause	of	these	events:	How	did	Oswald	get	to	the
depository	unnoticed?	How	did	he	purchase	the	guns?	Was	the	CIA	involved?
With	any	tragedy	there	are	levels	upon	levels	of	causation,	and	we	usually
keep	going	up	them	until	arriving	at	a	sufficiently	agentic	mind,	such	as	a
conspiring	group.	Typically,	the	bigger	the	tragedy	is,	the	larger	the
conspiracy	we	perceive.	As	we’ve	seen,	groups	harvest	their	mind	from	their
members,	and	so	the	more	members	are	involved	in	a	conspiracy,	the	more	it
seems	to	have	agency.

So	far	we	have	learned	two	things	about	how	people	perceive	the	minds
of	groups.	The	first	is	that	we	take	mind	away	from	individual	group
members	and	instead	give	it	to	the	overall	group.	The	second	is	that	we
frequently	blame	groups—and	their	agentic	minds—for	wrongdoing.
Sometimes	this	evildoing	is	perpetrated	by	collections	of	überpowerful
individuals,	but	recent	movies,	television,	and	books	have	popularized	a	very
different	idea	of	group	evil.	Accounts	such	as	World	War	Z,	The	Walking
Dead,	and	28	Days	Later	have	depicted	groups	who	do	incredible	harm	but
with	relatively	mindless	members.	It	paints	these	group	members	as	zombies
—not	the	philosophical	kind	this	time	but	actual	brain-eating	monsters.

Zombies	illustrate	our	deep	fears	about	what	happens	to	people	in	groups.
They	lose	all	individual	thought	and	self-control,	shuffling	mindlessly	toward
their	goal	of	destruction.	Even	more	than	sheep,	zombies	are	completely
interchangeable,	each	of	them	slack-jawed	and	glassy-eyed	in	tattered	clothes.
If	this	sounds	like	teenagers,	you’re	right,	and	the	comparison	is	very	apt,	as
people	seem	to	fear	zombies	similarly	to	how	they	fear	groups	of	youths
standing	on	the	corner.	Members	of	both	groups	seem	to	lose	themselves	to
the	will	of	the	group	and	to	think	little	for	themselves.	Although
zombification	due	to	experimental	viruses	is	good	science	fiction,	the
zombification	of	people	in	groups	is	just	good	science.

Consider	the	murder	of	Michael	Roberts,	a	fifty-three-year-old	homeless
man,	by	a	group	of	teenagers.	Their	motive?	Boredom.	The	boys	were
looking	for	amusement,	and	Roberts	was	simply	in	the	wrong	place	at	the
wrong	time.	The	teens	punched	and	kicked	him	and	hit	him	with	sticks.	One
boy	even	dropped	a	log	onto	Roberts’s	ribs,	which	the	boys	then	jumped	on.
They	left	Roberts’s	body	in	a	woods	and	the	next	day	invited	friends	to	come
see	the	corpse	of	the	man	they	had	just	killed.20	Who	were	they?	Terrifyingly,



they	were	just	normal	teenage	boys	together	in	a	group.	Just	as	groups	can
strip	perceived	mind	from	members,	they	can	also	strip	actual	mind	from
members.

Losing	one’s	individual	mind	to	the	group	collective	is	called
deindividuation,	and	though	it	may	most	easily	affect	young	men,	it	can
influence	anyone,	regardless	of	age,	race,	or	gender.	Whenever	people
assemble	for	a	common	purpose,	whether	a	sporting	event,	a	religious	service,
or	a	political	protest,	our	minds	seem	to	leave	us	and	get	taken	up	by	the
group.	This	heady	experience,	called	“we-feeling,”	is	a	kind	of	altered	state	of
consciousness	that	is	not	necessarily	bad	in	itself.	In	fact,	it	can	be	a
wonderful	thing,	as	we	saw	with	the	Allahabad	pilgrims,	who	transcended
their	individual	lives	when	spiritually	connected	to	millions	of	like-minded
others.

This	we-feeling	is	induced	especially	through	synchrony,	when	your
actions	are	closely	matched	to	those	of	other	group	members.	Examples	of
synchrony	include	platoons	marching	in	step,	concert	fans	swaying	back	and
forth	together,	and	prayers	being	jointly	said	by	a	congregation—each	of
which	seems	to	bind	people	together	into	a	coherent	whole.	To	test	the
bonding	power	of	synchrony,	Stanford	psychologists	Scott	Wiltermuth	and
Chip	Heath	had	participants	walk	around	campus	in	groups	of	three.	Half	of
these	groups	walked	synchronously,	marching	in	step,	whereas	the	other
groups	walked	normally.	Each	group	then	participated	in	an	economic	game
that	required	a	high	amount	of	group	trust	in	order	to	succeed.	Wiltermuth	and
Heath	found	that	participants	who	had	walked	in	synchrony	were	more
trusting	of	one	another	and	outperformed	those	groups	who	hadn’t	walked	in
synchrony.21

Synchrony	facilitates	not	only	group	goodness	but	also	group	evil.	In
another	study	by	Wiltermuth,	participants	who	walked	in	step	with	a	leader
felt	closer	to	him	or	her	and	were	therefore	more	willing	to	kill	at	the	leader’s
behest.22	Of	course,	as	this	was	a	psychology	study,	participants	were	tempted
to	kill	only	insects,	but	it	is	easy	to	apply	the	findings	to	human	victims.	The
link	between	synchrony	and	destructive	conformity	explains	why	military
groups	march	in	step.	Nazi	goose-stepping	may	look	odd,	but	it	encouraged
the	soldiers	to	follow	the	cruel	orders	of	their	leaders.

Synchrony	with	group	members	is	one	way	that	groups	encourage	evil
against	outsiders,	and	anonymity	is	another.	History	has	repeatedly	shown
that	groups	are	especially	destructive	when	members	cannot	be	identified,
whether	because	of	masks	or	uniforms	or	even	the	firewalls	of	the	Internet.



This	anonymity	leads	group	members	to	identify	more	with	the	group	and	see
outsiders	as	more	bound	to	their	rival	groups.23	Cloaked	in	his	uniform,	a
Nazi	soldier	sees	himself	not	as	an	individual	but	instead	as	simply	a	Nazi,
while	also	viewing	his	victims	not	as	individual	human	beings	but	as
members	of	an	undesirable	group	to	be	exterminated.

Figure	37:	Anonymous	Protesters
Anonymity	increases	cruel	behavior.

Even	without	a	group	context,	anonymity	frees	people	to	be	evil
individuals.	People	who	feel	anonymous	are	more	aggressive	drivers,24	are
less	willing	to	share	with	others,25	are	more	likely	to	participate	in	racist
aggression,26	and	are	more	likely	to	commit	extreme	acts	of	violence.27	The
liberating	thrill	of	anonymity	unleashes	those	primal	passions	that	Freud
consigned	to	the	id,	allowing	them	to	riot,	loot,	and	lynch.	Take	a	less	extreme
example	from	YouTube	user	Kaipotainment,	who	innocently	posted	a
(reasonably	entertaining)	video	of	his	cat,	edited	to	look	like	it	has	X-Man



Wolverine’s	claws.28	Moments	after	the	video’s	posting,	the	first	anonymous
Internet	trolls	descended	with	their	vitriol.	YouTube	user	SolidestStone	wrote,

This	is	RAD!	.	.	.	.	NOT!

Awe	.	.	.	Pointless	and	Boring!

Dumb

FAKE!

Ghey

Justin	Bieber

That	last	dig	certainly	crosses	the	line,	but	none	of	these	comments	is
likely	to	be	said	face	to	face	between	the	people	behind	Kaipotainment	and
SolidestStone.	We	may	laugh	at	the	frivolity	of	this	example,	but	other	cases
of	Internet	anonymity	are	much	darker,	such	as	when	gay	teens	are	bullied
into	taking	their	own	lives.	Rafael	Morelos,	a	fourteen-year-old	from
Washington,	committed	suicide	after	cyberbullying	that	included	the	creation
of	a	fake	Facebook	page	mocking	his	sexual	orientation.29

There	are	two	ways	to	combat	these	cruel	trolls.	The	first	is	to	unmask
them,	as	one	online	newspaper	found	that	requiring	commenters	to	list	their
full	names	reduced	the	incidence	of	racism,	profanity,	and	hate	speech.30	The
second	way	to	combat	trolls	is	to	fight	fire	with	fire	and	out-troll	the	trolls.
This	is	one	of	the	hobbies	of	the	hacker	group	Anonymous,	which	uses	its
impressive	computer	skills	to	advance	its	own	brand	of	social	justice.	In	one
case	Amanda	Todd,	a	fifteen-year-old	Canadian	girl,	was	bullied	by	a	man	she
had	met	online.	In	an	early	conversation	the	man	persuaded	Todd	to	flash	her
webcam.	He	then	demanded	more	nude	photos	of	her	under	the	threat	that	he
would	post	the	original	picture	all	over	the	Internet.	Even	more	frightening,
he	had	somehow	discovered	the	names	of	her	family	members	and	where	she
lived	and	used	these	details	to	increase	the	severity	of	his	blackmail.	Because
of	this	cyberbullying,	Todd	became	so	depressed	that	she	hanged	herself.

The	story	gained	wide	attention,	thanks	in	large	part	to	a	YouTube	video
Todd	had	posted,	describing	her	ordeal	and	the	suffering	that	followed.	It
caught	the	attention	of	Anonymous,	and	soon	the	hunt	was	on	to	unveil	the
identity	of	her	tormentor.	Soon	enough	the	name	of	her	alleged	abuser	was
posted	online,	along	with	screenshots	of	his	Internet	history—and	where	he
lived.31	Just	as	anonymity	had	allowed	the	man	to	bully	Todd,	it	allowed
Anonymous	to	pursue	effective	vigilante	justice.	Todd’s	tormenter	was
arrested	and	charged	with	extortion,	Internet	luring,	criminal	harassment,	and



child	pornography.	As	a	group	itself,	Anonymous	seems	especially
formidable,	consisting	of	pure	agency	and	impossible	to	harm—a	conspiracy
of	do-gooders—serving,	one	hopes,	to	remind	would-be	offenders	to	think
twice.

Of	course,	even	social	movements	that	start	with	the	best	of	intentions	can
go	awry,	such	as	Reddit’s	hunt	for	the	Boston	Marathon	bombers.	After	the
detonation	of	two	improvised	explosive	devices	at	the	2013	Boston	Marathon,
law-enforcement	agencies	were	desperate	for	information.	A	group	of	users	of
the	popular	social	media	site	Reddit	hoped	that	crowdsourcing	could
effectively	identify	possible	suspects	and	began	poring	over	images	of	the
marathon	for	suspicious	figures.	Soon	they	thought	they	had	found	their	man
—Sunil	Tripathi,	a	student	at	Brown	University.	Unfortunately	for	Tripathi,
he	bore	a	close	resemblance	to	the	Tsarnaev	brothers	(the	real	bombers)	and
became	social	media’s	prime	suspect.	Despite	being	innocent,	Tripathi	could
not	bear	the	hateful	media	attention	and	the	Brown	University	crew	team	later
found	his	floating	body,	dead	in	an	apparent	suicide.32

Although	anonymity	can	unleash	real	evil,	large	Internet	groups	also
undermine	more	prosaic	prosocial	behavior,	such	as	donating	to	charity.	In
2007	Facebook	launched	“Causes,”	through	which	charities	could	raise	both
online	awareness	and	money.	Facebook	hoped	it	would	revolutionize	online
activism	through	two	basic	psychological	mechanisms.	The	first	was
influence,	that	people	follow	their	friends	not	only	in	fashion	and	music	but
also	in	charitable	activities.	Once	enough	people	in	a	friend	group	joined	a
Cause,	Facebook	hoped	it	would	reach	a	“tipping	point”33	and	start	a	cascade
of	helping.

Causes	also	banked	on	consistency,	hoping	that	once	people	had	joined	a
cause,	they	would	also	donate	to	it.	In	a	classic	social	psychological	example
of	consistency,	some	homeowners	were	asked	to	put	a	small	sticker	on	their
door	saying	DRIVE	CAREFULLY,	and	most	acquiesced.	Afterward	these	same
folks	were	willing	to	place	a	large	and	gaudy	DRIVE	CAREFULLY	sign	on	their
front	lawn,	in	order	to	be	consistent	with	their	past	behavior.	In	contrast,	those
who	weren’t	first	given	a	sticker—and	so	lacked	the	motivation	for
consistency—said	no	to	the	ugly	sign.34

In	Facebook	Causes	people	could	do	two	things:	they	could	“join”	a
Cause,	which	is	the	low-cost	equivalent	of	the	small	sign,	or	they	could
“donate”	to	it,	which	is	the	equivalent	of	the	big,	gaudy	sign.	Did	the	low-cost
joining	lead	to	higher-cost	donations,	further	propelled	by	social	influence?
To	test	this	idea,	Kevin	Lewis,	Jens	Meierhenrich,	and	one	of	us	(Kurt)



looked	at	the	complete	records	from	the	Save	Darfur	Cause	as	of	January
2010.

Save	Darfur	raises	awareness	and	funds	to	combat	genocide	and	raised
$70	million	in	offline	donations	(e.g.,	through	direct-mailing	campaigns)	in
the	years	measured.35	For	its	part,	the	online	Cause	raised	approximately
$100,000	dollars,	which	sounds	respectable	until	you	realize	that	there	were
more	than	one	million	members,	yielding	an	average	of	only	$0.10	per
person.	Even	more	striking,	the	vast	majority	of	all	action	was	taken	by	a
small	number	of	members—only	28	percent	recruited	anybody,	and	only	0.24
percent	actually	donated.36	In	comparison,	direct-mail	campaigns	usually
have	response	rates	between	1.3	percent	and	3.4	percent.37

This	dismal	turnout	is	explained	by	the	old	saying	“Why	buy	the	cow
when	you	can	get	the	milk	for	free?”	In	this	case	the	milk	is	the	social	status
of	being	a	good	person,	and	buying	the	cow	is	actually	donating.	The	Causes
app	was	structured	so	that	you	could	see	when	your	friends	joined	a	cause	but
not	when	they	actually	donated.	This	means	that	you	got	social	rewards	from
the	low-cost	option	but	none	from	the	high-cost	options,	letting	people	appear
good	without	actually	having	to	work	for	it.	This	has	been	cleverly	called
slacktivism,	a	term	that	was	originally	coined	in	the	mid-1990s	and	has
gained	popularity	with	the	rise	of	online	petitions.38

Donations	aside,	we	generally	expect	that	if	you	want	to	get	a	job	done,
it’s	best	to	have	all	hands	on	deck.	As	the	saying	goes,	“Many	hands	make
light	the	work.”	However,	this	turns	out	not	to	always	be	the	case,	because
groups	can	lead	individuals	to	contribute	less	than	they	might	when	alone.
Just	as	people	have	less	mind	in	groups,	they	also	contribute	less	effort.	In	the
early	twentieth	century,	a	French	researcher	named	Maximilien	Ringelmann
measured	the	effort	of	individuals	when	they	pulled	on	a	rope	either	alone	or
as	part	of	a	team.	He	found	that	individuals	put	in	much	less	effort	when
pulling	as	part	of	a	team	than	when	they	pulled	alone,	an	effect	now
sometimes	called	the	Ringelmann	effect39	but	more	often	called	“being	lazy.”
Replicating	this	effect,	researchers	from	Ohio	State	University	found	that
people	who	are	asked	to	either	shout	or	clap	will	do	so	much	more
energetically	alone*	than	in	a	group.40

Even	when	people	are	very	motivated	to	perform	well,	groups	can	lead	to
suboptimal	decisions	through	“group	think.”	Group	think	is	when	people	fail
to	voice	their	concerns	in	a	group	meeting,	and	it	led	to	the	deaths	of	the
seven	astronauts	on	the	space	shuttle	Challenger.	On	January	27,	1986,	one
day	before	the	launch,	the	engineers	met	to	discuss	the	next	day’s	cold-



weather	forecast.	Individually	they	each	doubted	that	the	rubber	O-ring	in	the
solid	rocket	boosters	would	function	in	the	below-freezing	temperatures,	but
collectively	it	seemed	that	the	group	wasn’t	worried.	Each	engineer
erroneously	believed	that	everybody	else	was	confident	about	the	O-ring	and
mistook	the	group’s	silence	for	confidence.	The	O-ring	went	in	as	planned
and	the	shuttle	exploded	seventy-three	seconds	after	takeoff.41

As	groups	strip	away	minds	from	individuals,	often	the	best	way	to
understand	group	behavior	is	to	entirely	ignore	individual	minds.	Consider
large,	moving	crowds,	such	as	the	thousands	of	people	who	leave	a	stadium	at
the	end	of	a	game.	Everyone	in	the	crowd	may	have	their	own	thoughts	and
desires,	but	safety	engineers	often	treat	a	large	group	as	a	simple	fluid,	albeit
one	with	psychological	regularities.	This	approach	has	effectively	reduced	the
death	and	destruction	caused	by	stampedes	as	people	crush	toward	an	exit.42
One	insight	is	to	not	provide	an	easy	line	of	sight	or	single	path	to	doors,	lest
the	density	of	the	crowd	get	too	high.	Instead,	doors	are	placed	behind	large
pillars,	so	that	people	must	flow	around	them	from	both	sides	and	reconvene
where	the	pressure	is	lower.

The	examples	so	far	suggest	that	individuals	within	groups,	if	not	totally
mindless,	are	at	least	best	understood	as	so.	But	this	sells	groups	short.
Although	individuals	may	lack	minds	in	groups,	minds	wouldn’t	exist	without
groups.	Why?	Because	minds	are	groups.	Your	brain—the	basis	of	your	mind
—has	approximately	one	hundred	billion	neurons.	Each	of	these	cells	is	little
more	than	a	biological	on/off	switch	made	of	membranes	and	metal	ions,
triggered	by	chemicals	from	other	neurons,	and	in	turn	triggering	other
neurons	with	its	own	chemicals.

Exactly	how	the	mind	emerges	from	a	symphony	of	mindless	cells	is	one
of	the	most	difficult	questions	facing	modern	science,	but	most	scientists
agree	that	the	answer	lies	in	emergence.	Emergence	is	when	simple	elements
at	lower	levels	combine	to	be	more	than	the	sum	of	their	parts	at	higher
levels.	Consider	your	computer,	through	which	you	can	listen	to	music,	write
documents,	or	play	the	latest	video	games.	It	is	hard	to	believe	that	all	this
rich	diversity	is	accomplished	with	the	same	basic	ingredients—electrons
rushing	through	semiconductors—but	it	is	the	number	and	interconnection	of
these	semiconductors	that	give	computers	their	power.	Low-level	electron
behavior	is	translated	into	machine	language,	then	operating	systems,	then
object-oriented	languages	like	C++	or	Java,	and	then	finally	the	rich
experience	of	cursing	at	the	angry	bird	who	failed	its	mission.43



Consider	also	the	case	of	ants.	Each	ant	is	individually	not	much	more
than	a	little	six-legged	machine	with	little	(if	any)	mind.	But	if	you	look	at	the
behavior	of	the	colony	collectively,	it	displays	surprisingly	sophisticated
behavior:	it	reacts	to	threats,44	seeks	out	new	food,45	safeguards	its
reproduction,46	and	even	plans	for	the	future.47	It	does	this	through	a	complex
system	of	interactions,	pheromones,	and	specialization.	Most	researchers
agree	that	the	individual	ant	is	simply	the	wrong	level	at	which	to	understand
the	colony,	just	as	the	individual	organ	or	cell	is	the	wrong	way	to	understand
the	human	body.48	We	shouldn’t	expect	a	single	ant	to	be	smart	any	more	than
we	should	expect	an	individual	kidney	cell	or	microchip	to	be	smart.
Smartness	arises	at	the	level	of	the	group.

Of	course,	if	we	put	a	billion	cockroaches	or	toasters	or	livers	into	a	huge
box	and	shook	it	up,	it	is	unlikely	a	mind	would	emerge.	Instead,	elements
must	be	connected	correctly,	mutually	reinforcing	and	constraining	one
another	in	just	the	right	way.	Exactly	how	to	connect	dumb	things	into
intelligent	wholes	is	one	of	the	most	important	questions	facing	cognitive
science	today.

If	sufficiently	interconnected	elements	allow	for	intelligence,	one
surprising	possibility	is	that	minds	may	exist	at	levels	above	humans.
Consider	the	United	States	of	America.	Just	like	us	(and	ant	colonies),	it	has
millions	of	individual	units	(citizens)	each	of	whom	is	highly	specialized,
with	some	acting	in	defense	(soldiers),	some	acting	to	transport	nutrients
across	the	body	(truckers),	some	acting	as	neurons	to	help	the	central	brain
decide	action	(congresspeople).	When	it	is	attacked	(e.g.,	the	terrorism	of
9/11),	it	responds	to	eliminate	those	threats	just	like	any	self-interested
creature	with	a	mind.	It	forms	close	bonds	with	other	countries	(e.g.,	Canada),
worries	about	foreign	infection	(e.g.,	illegal	immigrants),	consumes	resources
(e.g.,	food,	iron,	coal),	and	excretes	waste	products	(e.g.,	garbage,	CO2).

Is	the	United	States	conscious?	It’s	hard	to	know.	Would	your	kidney	cell
know	that	it	is	part	of	a	higher-level,	conscious	organism?	It	may	be	that
minds	can	see	other	minds	only	at	their	level	or	lower.	We	can	see	other
people	as	minded	and	maybe	even	explain	the	behavior	of	our	organs	or	cells
as	minded	but	may	forever	be	unable	to	know	if	we	ourselves	are	part	of	a
higher-order	mind.	Perhaps	countries	are	conscious,	conversing	with	one
another	through	us,	just	as	we	use	our	tongues	to	talk	to	other	people.	From
the	countries’	point	of	view,	we	may	be	their	dumb	cells	that	enact	their
higher-level	plans	for	food	production	and	waste	disposal,	espionage	and



protection.	We	may	all	be	the	unwitting	pawns	in	the	international	dance	of
higher-level	minds.

Whether	or	not	we	are	part	of	a	bigger	mind,	groups	of	people	can	be
quite	wise,	even	without	communicating.	In	1907	Sir	Francis	Galton	attended
the	annual	show	of	the	West	of	England	Fat	Stock	and	Poultry	Exhibition.
Part	of	the	show	involved	the	audience	members	guessing	the	weight	of	a
recently	slaughtered	ox	by	writing	down	their	answers	on	tickets.	The	lowest
guess	was	less	than	1,100	pounds,	the	highest	guess	was	about	1,300	pounds,
and	the	average	estimate	was	1,207	pounds,	which	was	very	close	to	the	ox’s
actual	weight	of	1,198	pounds.	Thus,	although	any	single	individual	guess
was	unlikely	to	be	accurate,	the	collective	wisdom	of	the	crowd	was	within	1
percent	of	the	ox’s	actual	weight.49

More	recently	an	initiative	called	the	Good	Judgment	Project	has
evaluated	the	accuracy	of	crowd-based	predictions	of	global	events.
Preliminary	reports	suggest	that	crowdsourcing	better	predicts	world	events
than	do	the	CIA’s	trained	specialists.	For	instance,	forecasters	collectively
predicted	with	much	greater	certainty	than	experts	the	eventual	presence	of
weapons	inspectors	in	Syria.50	The	secret	to	its	success,	according	to	project
leader	Phil	Tetlock,	is	that	the	random	noise	contained	in	individual	guesses
tends	to	eventually	cancel	itself	out.	There	may	be	a	lot	of	misinformation	and
misconceptions	about	whether	or	not	North	Korea	will	launch	a	nuclear
missile	in	the	next	few	months,	but	our	imperfect	guesses	tend	to	be	centered
on	the	truth.	51	As	in	the	parable	of	the	blind	men	and	the	elephant,	each
person	may	touch	only	a	small	piece	of	the	puzzle,	but	when	combined,	these
limited	perceptions	can	yield	the	truth.

The	examples	of	this	chapter	speak	to	the	broader	paradox	of	mind
perception:	groups	are	the	source	of	both	the	most	mindless	and	the	most
intelligent	behavior.	This	paradox	can	be	resolved,	however,	if	we	understand
that	groups	serve	to	pool	the	minds	of	their	members.	These	members	are	left
individually	less	intelligent,	but	together	they	can	make	something	greater
than	even	the	sum	of	their	individual	minds.	Beyond	mere	intelligence,	there
are	other	paradoxes	about	mind	perception	in	groups.	Groups	allow	us	to
cooperate	and	achieve	amazing	things,	but	they	also	cause	us	to	perpetrate
egregious	harm,	especially	when	we	are	anonymous.	Groups	are	composed	of
individuals	who	feel	and	suffer,	and	yet	groups	as	a	whole	are	generally	seen
as	incapable	of	feeling	and	suffering,	which	can	make	them	easy	targets	for
blame—and	conspiracy	theories.



Of	course,	our	very	ability	to	feel	and	suffer	comes	itself	from	a	group—
the	collection	of	our	neurons.	That	our	mind	arises	from	interconnected	brain
cells	is	not	only	mysterious	but	also	sobering.	All	cells	one	day	die.	When	our
neurons	disintegrate,	must	too	our	mind?	This	is	a	question	we	investigate	in
the	next	chapter	on	the	dead.
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Chapter	8

THE	DEAD
ohn	Edward	bills	himself	as	a	psychic	medium,	performing	his	readings	in
front	of	a	televised	audience.	In	a	typical	example	of	a	reading,	he	declares

that	energy	is	coming	from	a	section	of	the	crowd	where	a	spiritual
connection	is	suggesting	“heart	disease”	and	a	name	beginning	with	J.

“Where’s	James	or	John?	Where’s	heart	disease?”	A	woman	we’ll	call
Carol	puts	up	her	hand.

“My	father,”	she	replies.

“Passed?”

“Yes.”

“Heart	attack?”	Edward	asks.

“Yes.”

“I	thought	so,”	he	says,	“and	he’s	sending	me	a	message—are	you	the
eldest	girl	in	the	family?”

Carol	reports	that	she	is	the	only	girl,	but	when	Edward	says,	“Right,	but
he’s	making	me	feel	like	you’re	the	strong	one,	the	one	he	always	trusted
most.”	She	nods	knowingly,	trying	to	keep	herself	from	crying.

Driven	on	by	the	spirit,	he	continues,	“He	wants	you	to	know	that	he
loves	you,	and	to	tell	you	to	keep	being	strong.”	Carol	wipes	the	tears	from
her	face,	deeply	touched	by	her	connection	with	her	deceased	father.

This	exchange	is	remarkable	for	two	reasons.	The	first	is	Edward’s	ability
to	convince	thousands	of	people	that	he	has	a	direct	connection	to	the	spiritual
realm.	Edward	is	likely	not	communicating	with	the	dead	but	instead	“cold
reading,”	a	stage-magician	technique	of	saying	ambiguous	statements	(e.g.,
“James”	or	“heart	disease”)	and	observing	the	audience	for	reactions.	The
best	statement	is	one	bound	to	be	correct	but	with	enough	specificity	to
convince	people	that	it	applies	only	to	them.	In	this	particular	case	the	odds	of
success	are	high:	James	and	John	are	the	two	most	popular	American	men’s
names,1	and	heart	disease	is	the	leading	cause	of	death	in	America.2	In	an
audience	of	three	hundred	people,	it	is	all	but	guaranteed	that	someone	knows
somebody	named	James	or	John	who	died	of	heart	disease.



Once	these	statements	become	linked	to	someone,	Edward	continues	to
make	statements,	tailoring	them	to	subsequent	information.	For	example,
saying	“You	were	the	eldest”	was	a	good	guess,	but	when	it	turned	out	to	be
wrong,	Edward	simply	said	that	Carol’s	father	treated	her	as	if	she	were	the
eldest,	which	means	only	that	he	was	impressed	with	her.	Even	if	Edward
fails	on	the	details,	he	generally	succeeds	because	of	the	predictable
emotional	bonds	felt	toward	the	deceased.	He	always	conveys	some	heartfelt
sentiment	from	beyond	the	grave,	often	that	the	deceased	still	loves	the
audience	member	and	regrets	not	conveying	that	before	they	died.	It	may	be
just	as	likely	that	the	deceased	is	angry	that	the	audience	member	pawned	an
antique	ring	to	buy	a	sports	car,	but	such	a	detail	never	comes	up.	In	the	time-
honored	technique	of	showmen	and	hucksters,	Edward	tells	people	what	they
want	to	hear.

We	may	marvel	at	Edward’s	ability	to	convince	others	of	his	“spirit
connection,”	but	it	works	only	because	people	believe	that	the	minds	of	others
somehow	persist	after	death.	You	may	be	saying	to	yourself,	“Of	course	the
minds	of	others	persist	after	death.”	But	where	do	they	persist	exactly?	In
heaven?	In	hell?	In	your	cellar,	where	they	drag	around	their	chains	on
Christmas	Eve?	Mostly	they	persist	in	your	own	mind.	Even	without	physical
reminders,	it	is	exceptionally	easy	to	perceive	the	minds	of	people	who	have
long	since	passed	away.3	You	may	forget	what	your	dead	grandparents	looked
or	smelled	like	or	how	their	laughs	sounded,	but	you	can	still	confidently	say
things	like	“Grandma	would	have	liked	it	like	this”	or	“Grandpa	would	be
proud.”	How	do	you	know?

Humans	may	be	unique	in	the	scope	and	depth	with	which	they	perceive
the	minds	of	others,	but	they	are	especially	unique	in	how	they	perceive	the
minds	of	entities	with	no	physical	reality.	Our	father	may	be	cremated	into
ashes	and	scattered	over	the	rugged	shores	of	Maine,	and	yet,	even	without
physical	remnants,	we	get	a	sense	of	his	mind.	If	you	died	today,	you	can	be
sure	your	dog	wouldn’t	say,	“David	would	be	glad	that	I	am	eating	this	treat,”
but	it	seems	unremarkable	when	people	say,	“Rover	would	have	loved	this
park.”	Why—and	how—humans	perceive	the	minds	of	the	deceased	so
vividly	is	the	subject	of	this	chapter.

These	topics	may	seem	a	little	freaky,	which	is	why	our	entrée	to	the	dead
will	be	the	movie	Freaky	Friday,	released	in	2003,	about	a	mother	and	a
daughter	who	switch	bodies.	Hilarity	ensues	when	the	sedate,	middle-aged
mother	finds	herself	playing	in	a	teenage	garage	band	and	when	the	insolent,
hormone-driven	teen	finds	herself	at	PTA	meetings.	Switching	bodies	is	a
well-worn	Hollywood	plot	twist,	and	every	few	years	studios	release	a	movie



based	on	this	premise.	In	Like	Father	Like	Son	(1987)	and	Vice	Versa	(1988),
fathers	switch	bodies	with	their	sons.	In	Virtual	Sexuality	(1999),	The	Hot
Chick	(2002),	and	It’s	a	Boy	Girl	Thing	(2006),	men	switch	bodies	with
women.	Finally,	in	The	Change-Up	(2011),	two	friends	named	Dave	and
Mitch	swap	bodies	through	some	complicated	scientific	process	of	electro-
urine-mental-transduction:	Both	of	them	are	peeing	in	an	outdoor	fountain
when	lightning	strikes	it.	Suddenly	married	Dave	finds	himself	trapped	in	the
body	of	his	single	friend	Mitch,	and	vice	versa.

Now	that	the	married	Dave	is	in	a	single	man’s	body,	and	single	Mitch	is
in	a	married	man’s	body,	we	are	left	to	grapple	with	two	profound	questions:
One,	is	it	cheating	if	(married)	Dave	has	a	one-night	stand	with	an	attractive
woman	while	in	(single)	Mitch’s	body?	Two,	does	(single)	Mitch	betray
(married)	Dave	by	sleeping	with	his	wife,	even	though	he	is	in	(married)
Dave’s	body?	Informal	polling	suggests	that,	yes,	having	sex	with	these
respective	ladies	is	immoral.	Why?

The	answer	is	that	we	identify	people	as	their	minds,	seeing	their	bodies
as	mere	containers.	Our	intuitions	about	body	switching	are	the	same	as	about
car	switching—even	if	Dave	drove	Mitch’s	Pontiac	Fiero	and	Mitch	drove
Dave’s	minivan,	they	would	still	be	the	same	people,	despite	being	in
different	automobiles.	Our	bodies	often	seem	little	more	than	our	minds’
vehicles,	easily	discarded	or	traded,	which	affords	the	sense	that	our	minds
persist	after	bodily	death.

This	separation	of	mind	from	body	not	only	is	a	popular	plot	device	but
also	has	deep	roots	in	philosophy.	For	millennia	philosophers	have	debated
whether	the	world	consists	of	one	substance	or	two.	The	“one	substance”
supporters	are	called	monists*	and	include	ancient	Greek	philosophers
Heraclitus	and	Parmenides	and	modern	philosophers	Georg	Wilhelm
Friedrich	Hegel	and	Baruch	Spinoza.	Supporters	of	the	“two	substances”	are
called	dualists	and	include	the	philosophers	René	Descartes	and,	more
recently,	David	Chalmers,	the	champion	of	philosophical	zombies	we	met	on
the	very	first	page.



Figure	38:	Rene	Descartes,	Dualist	Philosopher

The	monists	suggest	that	physical	matter	is	everything,	such	that	the
atoms	that	make	up	your	chair,	your	car,	and	your	body	are	also	responsible
for	your	mind.	For	the	monist	it’s	not	mind	over	matter;	instead	mind	is
matter.	In	a	monist	world	the	death	of	the	body	spells	the	death	of	the	mind,
because	the	mind	is	simply	one	(albeit	important)	manifestation	of	the
physical	body.

The	dualist,	on	the	other	hand,	believes	that	mind	is	completely	distinct
from	matter.	In	this	view	mind	is	immaterial,	with	no	obvious	physical
properties,	and	so	cannot	be	scientifically	measured	with	scales	or	even	EEGs
and	fMRIs.	In	contrast	to	the	single	world	of	monism,	dualism	suggests	that
there	are	two	distinct	but	intertwining	worlds.	One	is	the	coarse,	visible	world
of	dumb	matter,	including	atoms,	molecules,	objects,	and	bodies,	and	the
other	is	the	pure,	invisible	world	of	mind,	including	thought,	reason,	and
beliefs.

Unfortunately,	the	dualist	version	of	reality	poses	some	difficult
questions,	including	how	an	immaterial	mind	interfaces	with	a	physical	body.
It	is	all	well	and	good	to	have	thoughts	floating	alone	in	the	rarefied	ether,	but
our	thoughts	are	connected	with	actions	in	the	material	world.	We	think,



“Raise	my	hand,”	and	lo,	our	hand	is	raised.	Monists	have	an	explanation	for
this	link,	involving	a	chain	of	neurons	from	the	cortex	to	the	arm.	Dualists	do
not.	Descartes	thought	that	the	mysterious	thought-action	link	involved	the
pineal	gland,	a	small	volume	of	tissue	buried	in	the	middle	of	the	brain.	He
believed	that	this	gland	was	the	“principal	seat	of	the	soul,”	but	we	now	know
that	it	simply	regulates	mammalian	sleep	cycles.

Modern	psychology	generally	refutes	dualism,	as	the	mind	can	be
measured	through	electrical	and	magnetic	activity	and	relies	heavily	on
physical	brain	structures.	As	we	saw	in	chapter	4	on	patients,	if	you	destroy
someone’s	brain,	you	inevitably	also	destroy	their	mind.	However,	modern
psychology	also	tells	us	that	intuitions	often	diverge	from	reality,	and	so
dualism	persists.	For	all	of	us	who	have	thoughts	and	feelings,	it	is	difficult	to
reconcile	the	mental	and	the	physical,	and	even	hardened	scientists	have	to
fight	the	urge	to	think	in	terms	of	dualism.	In	fact,	psychologist	Paul	Bloom
suggests	that	we	are	all	natural-born-dualists.4

As	evidence	for	innate	dualism	Bloom	cites	studies	involving	babies	and
toddlers.	These	studies	need	to	be	clever	because	babies	respond	poorly	to
verbal	questioning.	Researchers	cannot	say,	“Please	stop	breast-feeding	for	a
second.	We	were	wondering,	were	you	born	with	the	fundamental	expectation
that	mind	and	matter	are	separate	substances?”	Instead	they	often	use	the
behavioral	measure	of	looking	time,	which	is	simply	the	length	of	time	an
infant	stares	at	something.	The	reasoning	behind	this	measure	is	that	humans
look	longer	at	surprising	things	than	at	unsurprising	things.	For	example,	you
will	look	longer	at	a	young	girl	giving	her	father	a	piggyback	ride	than	vice
versa,	because	it	violates	expectations.

To	investigate	innate	intuitions	about	the	nature	of	the	world,	experiments
measure	how	long	children	stare	at	examples	of	either	monism	or	dualism.	If
children	ignore	the	examples	of	dualism	but	stare	at	examples	of	monism,	that
is	evidence	that	they	have	the	fundamental	expectation	that	mind	and	matter
are	separate	substances.

The	most	striking	of	these	studies	was	led	by	psychologist	Valerie
Kuhlmeier,	who	showed	infants	two	videos,	each	containing	an	open	stage
with	two	sections	of	wall.	In	the	continuous	video,	objects	(e.g.,	a	box)	moved
normally,	progressing	smoothly	across	the	stage—starting	on	the	left	and
heading	right,	first	passing	behind	one	wall,	then	appearing	between	the	two
walls,	then	passing	behind	the	second	wall,	then	appearing	to	the	right	of	the
second	wall,	then	leaving	the	stage.



In	the	discontinuous	video,	objects	were	strangely	teleported	across	the
stage—starting	on	the	left,	moving	behind	the	first	wall,	then	emerging	to	the
right	of	the	second	wall,	entirely	skipping	the	space	in	the	middle.
Understandably,	babies	were	surprised	when	an	object	was	teleported,	staring
longer	at	the	discontinuous	than	at	the	continuous	video.	However,	when	a
person	was	featured	in	the	video,	babies	looked	equally	long	at	the	continuous
and	discontinuous	videos.	They	weren’t	surprised	at	all	by	a	teleporting
person,5	perhaps	because	they	expect	things	with	minds	to	(at	least
occasionally)	disobey	the	laws	of	matter.

Figure	39:	Teleportation	of	an	Object	in	the	Discontinuous	Condition
When	a	human	appears	to	teleport	across	the	stage,	infants	are	not	surprised.	When	an	object	appears	to
teleport	across	the	stage,	this	violates	babies’	expectations.

Of	course,	human	bodies	generally	are	subject	to	the	laws	of	gravity	and
momentum,	but	these	facts	are	often	learned	slowly	and	painfully,	through
falls	and	collisions.	Even	after	a	lifetime	of	experiencing	the	physical	world,



it	is	easy	to	believe	in	the	unbounded	power	of	the	mind—how	else	could	we
entertain	ideas	like	clairvoyance	and	remote	viewing?	It	may	be	physically
impossible	to	see	maps	locked	in	a	cabinet	overseas,	but	is	it	mentally
possible?	The	American	military	thought	so.

At	the	height	of	the	cold	war,	the	CIA	became	convinced	that	the	Russians
were	pouring	money	into	psychic	research.	In	actuality	the	Soviets	were
simply	spreading	misinformation	(the	equivalent	of	cold-war	trolling)	in	a
successful	effort	to	get	the	United	States	to	waste	money.	The	Americans,
fearing	that	they	would	be	psychically	outmaneuvered,	started	“Stargate
Project,”	a	remote	viewing	program	in	which	operatives,	sitting	safely	on
home	soil,	projected	their	minds	overseas	to	steal	secrets	from	the
Communists.	There	were	three	techniques	used	by	remote	viewers:	coordinate
remote	viewing	(CRV),	which	reported	sights	at	a	specific	location;	extended
remote	viewing	(ERV),	which	conveyed	general	visual	impressions	gleaned
from	relaxation	and	meditation;	and	written	remote	viewing	(WRV),	which
channeled	another	individual’s	thoughts	into	writing.6

Initially	this	project	appeared	to	yield	results.	In	1979	viewer	Joseph
McMoneagle	“saw”	suspicious	construction	at	a	Soviet	nuclear	research
center	and	predicted	the	debut	of	a	fearsome	new	class	of	submarines,	two
visions	allegedly	corroborated	by	spy	satellite	images.	These	and	other
insights	earned	McMoneagle	a	Legion	of	Merit	in	1984	for	“producing	crucial
and	vital	intelligence	unavailable	from	any	other	source.”	Unfortunately,	these
sightings—and	the	one	“confirmation”—could	not	be	corroborated	by	other
sources,	and	despite	$20	million	of	funding,	no	information	provided	by
Stargate	Project	yielded	“any	value	to	the	intelligence	community.”7	The
inability	of	these	psychics	to	predict	top-secret	Soviet	military	decisions	was
perhaps	unsurprising,	considering	remote	viewers	cannot	even	guess	the
identity	of	an	object	in	a	nearby	box.8	Decades	of	scientific	research	have
made	clear	that	remote	viewing	is	impossible—the	mind	can	sense	only
through	boring	bodily	routes—but	intuitions	of	dualism	make	us	want	to
believe	in	it	and	other	forms	of	ESP.

Intuitions	of	dualism	are	especially	powerful	in	the	case	of	death.	Adults
from	Catholics	to	Scientologists	believe	that	minds	survive	physical	death;	so
do	children.9	At	the	University	of	Arkansas,	psychology	professor	Jesse
Bering	and	his	colleagues	confirmed	the	early	roots	of	afterlife	belief	with	a
study	involving	kindergartners.	They	performed	a	puppet	play	for	the
children,	starring	a	baby	brown	mouse	and	a	big	green	alligator,	narrated	as
follows:



There’s	Mr.	Alligator	hiding	behind	those	bushes.	And	here	comes
Brown	Mouse.	Brown	Mouse	doesn’t	see	Mr.	Alligator.	And	Mr.
Alligator	doesn’t	see	Brown	Mouse	yet.	Brown	Mouse	is	having	a
very	bad	day.	First	of	all,	he’s	lost!	He	has	no	idea	where	he	is	or	how
to	get	home.	.	.	.	And	he’s	very	hungry	and	thirsty	because	he	hasn’t
had	anything	to	eat	or	drink	all	day.	Uh-oh!	Mr.	Alligator	sees	Brown
Mouse	and	is	coming	to	get	him!	[Mr.	Alligator	eats	Brown	Mouse.]
Well,	it	looks	like	Brown	Mouse	got	eaten	by	Mr.	Alligator.	Brown
Mouse	is	not	alive	anymore.10

Children	then	answered	questions	about	Brown	Mouse’s	mind,	including
those	about	bodily	feelings	(Was	he	still	hungry?),	desires	(Did	he	still	want
to	go	home?),	emotions	(Did	he	still	love	his	mom?),	and	knowledge	(Did	he
still	believe	that	he	was	smarter	than	his	brother?).	Kindergartners	believed
that	dead	Brown	Mouse’s	mind	survived	and	possessed	“mental”	states	like
emotions	and	knowledge	more	than	“physical”	biological	states	like	hunger
and	thirst.	These	results	square	nicely	with	dualism:	when	the	body	dies,	so
too	do	pesky	biological	urges,	but	thoughts	and	feelings	remain.

Dualism	also	persists	in	adulthood,	showing	itself	in	surprising	paradoxes.
As	we	briefly	mentioned	in	chapter	6	on	the	silent,	our	thesis	student	Annie
Knickman	discovered	that	people	often	see	more	mind	in	deceased	people
than	in	vegetative	patients,	despite	common	sense	and	biology.11	The	reason
for	this	reversal	is	that	vegetative	states	focus	attention	on	the	body	at	the
expense	of	the	mind.	The	more	we	see	someone	as	a	mechanical	system	of
fleshy	pumps,	tubes,	and	wires,	the	less	we	see	them	as	a	mental	system	of
thoughts,	feelings,	and	desires.	This	effect	is	actually	an	extension	of	dualism,
whereby	the	body	and	the	mind	are	not	only	distinct	but	often	competing
conceptions	of	others.	We	often	think	of	others	not	as	bodies	and	minds	but	as
bodies	or	minds.

In	contrast	to	vegetative	states,	death	seems	to	focus	our	attention	away
from	the	body.	Corpses	disappear	quickly,	whether	they	are	buried	under
beautiful	grass	or	cremated	and	spread	across	mountain	passes.	Without	a
visible	body,	our	thoughts	are	free	to	linger	on	the	minds	of	the	deceased	in
heaven	or	reincarnated	as	a	small	woodland	creature.	This	means	that
focusing	people’s	attention	upon	dead	bodies	should	decrease	the	mind
ascribed	to	them,	a	theory	we	confirmed	in	an	extension	of	Knickman’s	thesis
studies.	As	before,	this	study	revealed	that	a	patient	who	“passed	away”	was
ascribed	more	mind	than	a	patient	in	a	“vegetative	state”;	however,	this	death-
superiority	effect	disappeared	when	we	mentioned	that	the	deceased’s	body
was	“embalmed	at	the	local	morgue	and	then	buried	six	feet	underground.”



Thoughts	of	the	body	interfered	with	thoughts	of	the	mind,	just	as	dualism
predicts.

Our	intuitive	dualism	not	only	paves	the	way	for	the	belief	in	immortality
but	also	prevents	us	from	accepting	the	equivalence	of	mind	and	brain.	How
can	deep	feelings	of	love	and	hard-learned	memories	be	mere	patterns	of
electrical	firing—ones	that	disappear	as	soon	as	the	electricity	is
disconnected?	If	the	mind	equals	the	brain,	then	someone	with	a	brain	exactly
like	yours	would	be	more	than	just	similar	to	you—they	would	be	exactly
you.	And	if	you	could	replicate	your	brain	and	body	a	million	times	over,	then
there	would	be	a	million	of	you,	and	each	of	them	would	have	the	rightful
claim	to	your	identity.	Most	people	shudder	at	this	extreme	idea	of
duplication.

To	be	fair,	people	also	dislike	even	mild	duplication.	We	may	like	similar-
minded	others,	but	when	a	friend	likes	all	the	same	music,	books,	TV	shows,
and	potential	partners	that	we	do,	we	get	a	little	irked.	The	best	illustration	of
this	phenomenon	is	“hipsters.”	Hipsters	are	typically	young	white
professionals	who	like	independent	rock,	mustaches,	cheap	sunglasses,	and
expensive	fixed-gear	bicycles.	The	irony	is	that	they	all	do	this,	deriving
conformity	out	of	“uniqueness.”	Indeed,	nothing	enrages	a	hipster	more	than
labeling	him	or	her	a	hipster,	because	it	suggests	interchangeability	rather
than	individuality.

Someone	who	shares	all	your	preferences	may	be	irritating,	but	not	as
much	as	another	you.	In	a	study	conducted	in	our	lab	and	led	by	graduate
student	Chelsea	Schein,	we	asked	people	to	imagine	that	they	had	been
transported	in	a	Star	Trek–like	transporter	but	that	the	original	transporter	had
failed	to	destroy	their	old	selves.	Thus,	there	was	a	“you”	standing	on	the
Enterprise	and	a	“you”	standing	on	the	surface	of	a	far-flung	planet.	People
invariably	found	this	duplication	of	mind	unsettling,	just	as	dualism	would
predict,	and	were	especially	irked	when	imagining	their	clone	sleeping	with
their	spouse.	Technically	it’s	not	cheating,	but	it’s	hard	not	to	feel	betrayed:
your	spouse	owes	allegiance	to	you—your	specific	mind—not	to	a	body	with
your	same	brain.

Duplicating	your	mind	may	be	science	fiction,	but	the	opposite—its
complete	annihilation—is	not.	We	call	it	“death.”	Part	of	our	discomfort	with
and	confusion	about	death	stems	from	dualism,	which	suggests	that	just	as	a
mind	cannot	be	duplicated,	it	also	cannot	be	destroyed.	Instead,	mind	seems
to	be	a	quantity	that	must	always	be	conserved,	just	like	energy	or	matter.
Mind	may	be	transformed	to	other	forms—ghosts,	spirits,	reincarnation,	the



afterlife—but	never	truly	destroyed.	As	evidence	for	this	belief	in
conservation	of	mind,	consider	the	many	cultures	that	treat	death	as	a	simple
journey	between	worlds,	with	funerals	serving	as	preparation.	Pharaohs	were
entombed	with	gold,12	Norse	Vikings	were	burned	with	their	swords,13	and
one	Ohio	biker	was	recently	buried	upright	on	his	Harley-Davidson,
seemingly	riding	his	hog	into	the	afterlife.14

Conservation	of	mind	also	suggests	the	remarkable	phenomenon	that
those	with	more	mind	before	death—i.e.,	who	seem	more	capable	of	agency
and	experience—will	also	be	ascribed	more	mind	after	death.	Compare	the
death	of	an	infant	with	the	death	of	a	teenager.	Although	both	are	tragedies,	it
is	the	teenager’s	mind	that	persists	among	the	living	because	of	their	richer
mental	life,	including	a	more	developed	personality,	hopes	and	fears,
mannerisms,	and	sense	of	humor.	With	funding	from	the	John	Templeton
Foundation,	our	lab	has	experimentally	tested	conservation	of	mind	across
death,	focusing	on	the	mental	states	someone	possesses	at	the	exact	time	of
death.	We	hypothesized	that	minds	dying	while	awake	and	lucid	would	persist
more	after	death	than	minds	asleep	or	otherwise	muddled.

Our	studies	revealed	that,	as	predicted,	people	have	more	postmortem
mind	when	they	die	while	awake	(versus	asleep)	or	while	on	hallucinogens
that	enrich	experiences	(versus	sedatives	that	dull	experiences)	or	while	in
possession	of	all	their	mental	capacities	(versus	in	the	grip	of	dementia).
Highlighting	the	separation	of	mind	and	body,	participants	judged	a	victim	of
ALS	(who	died	with	a	damaged	body)	to	have	more	mind	after	death	than	a
victim	of	Alzheimer’s	(who	died	with	a	damaged	mind).	Importantly,	these
perceptions	of	mind	also	predicted	moral	judgments:	participants	judged	it
more	important	to	keep	promises	made	to	those	who	died	while	awake
(versus	in	a	coma).	These	studies	suggest	that	if	you	want	people	to	follow
your	dying	wishes,	you	should	die	clear-eyed	and	alert,	capitalizing	on
conservation	of	mind.

Adding	to	the	many	paradoxes	about	the	mind	club,	conservation	of	mind
suggests	that	membership	is	both	fluid	and	stable.	It	is	fluid	because	small
differences	in	mind	at	the	time	of	death	fundamentally	change	perceptions	of
mind	after	death.	It	is	stable	because	we	use	the	mind	in	life	as	a	firm	anchor
for	understanding	the	mind	in	death.

Speaking	of	paradox,	as	hard	as	it	is	to	imagine	your	friends	and	family
passing	away,	it	may	actually	be	impossible	to	imagine	yourself	dead.15	As
we	discussed	in	the	section	on	affective	forecasting	in	chapter	6	on	the	silent,



we	are	poor	at	perceiving	our	own	mind	in	the	future.	But	how	do	we
perceive	our	own	mind	at	a	time	when	it	has	completely	vanished?

If	we	assume	that	monism	is	true	and	death	marks	the	disappearance	of
mind,	then	imagining	yourself	dead	is	like	trying	to	imagine	nothingness.	You
could	imagine	yourself	without	any	thoughts	or	feelings,	but	your	imagination
(or	“simulation”—the	process	we	explored	in	chapter	4	on	patients)	is	still
from	the	point	of	view	of	you.	In	death	there	is	no	you	to	imagine,	or	even	any
imagination.	Trying	to	perceive	your	dead	mind	is	paradoxical,	because	you
have	to	perceive	a	state	that	is	incapable	of	perception—which	is	impossible
while	you	are	currently	perceiving.	It’s	like	trying	to	make	a	movie	without
using	a	camera.	Of	course,	experiencing	death	is	impossible	only	if	you’re	a
monist,	and	there	are	certainly	lots	of	dualists	who	think	they	have	glimpsed
the	afterlife,	such	as	Pam	Reynolds.

At	the	age	of	thirty-five,	Pam	Reynolds	suffered	a	brain	aneurysm	that
required	emergency	surgery.	The	odds	of	her	survival	were	slim,	especially
because	doctors	were	forced	to	induce	hypothermic	cardiac	arrest,	lowering
her	body	temperature	to	fifty	degrees	so	that	her	breathing	and	heartbeat
stopped	and	the	blood	drained	from	her	head.	She	was	clinically	dead	for
almost	an	entire	hour.	Shortly	after	surgery	began,	Reynolds	found	herself
floating	above	the	operating	table,	observing	the	doctors	clearly	enough	that
she	could	later	report	their	conversation	with	startling	accuracy.

Like	many	of	those	who	have	near-death	experiences	(NDEs),	she	felt
herself	being	pulled	toward	a	bright	light,	where	she	saw	deceased	family
members	and	even	had	an	experience	of	God.	Ultimately	her	long-deceased
uncle	pushed	her	away	from	the	afterlife	and	back	into	her	body,	at	which
point	her	breathing	and	heartbeat	resumed.	But	before	that	moment	she
displayed	absolutely	no	evidence	of	any	brain	activity.16

More	recently,	four-year-old	Colton	Burpo	was	in	surgery	for	an
appendectomy	when	he	ostensibly	died	and	slipped	away	to	heaven,	where	he
was	able	to	confirm	much	of	contemporary	Christian	thought	about	the	place.
In	heaven	no	one	was	sick,	and	Jesus	has	a	“rough	but	kind	face,	sea-blue
eyes	.	.	.	a	smile	that	lit	up	the	heavens,”	loves	everyone	very	much,	and	rides
a	rainbow-colored	horse.	*17



Figure	40:	Ascent	of	the	Blessed	by	Hieronymus	Bosch
Some	describe	this	painting	of	the	saved	entering	heaven	as	the	first	depiction	of	an	NDE,	with	its	light
at	the	end	of	the	tunnel.

H.	BOSCH,	ASCENT	OF	THE	BLESSED,	1490,
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Unfortunately,	Colton’s	account	of	a	Christian	heaven	is	not	an	impartial
audit,	like	the	ones	provided	by	physicists	when	inspecting	the	nuclear



facilities	of	rogue	states.	Young	children	are	notoriously	impressionable,	and
Colton’s	father	is	extremely	religious,	working	as	a	pastor	of	Crossroads
Wesleyan	Church	in	Imperial,	Nebraska.	In	fact,	it	was	Colton’s	father	who
wrote	the	book	Heaven	Is	for	Real:	A	Little	Boy’s	Astounding	Story	of	His
Trip	to	Heaven	and	Back	through	discussions	with	him.

We	can	be	sure	that	Colton’s	father	asked	the	right	questions	to	confirm
his	Christian	worldview—and	reach	the	bestseller	list—such	as	“And	wasn’t
Jesus	bathed	in	a	white	light?”	and	“Was	Grandma	happy	or	really	happy?”
One	wonders	how	the	book	would	read	if	an	ancient	Greek	had	been	the	one
doing	the	writing	and	interviewing:	“Was	the	river	Styx	wide	or	really	wide?”
and	“Was	the	three-headed	dog	Cerberus	terrifying	or	really	terrifying?”

Some	scientists,	including	Dr.	Sam	Parnia	at	Stony	Brook	University
Hospital,	have	taken	the	near-death	experiences	of	Pam	Reynolds,	Colton
Burpo,	and	others	as	evidence	for	dualism	because	they	involve	mental
functioning	without	observable	brain	activity.Many	would	be	more	than
happy	to	agree	with	Parnia,	including	the	Hollywood	producers	who	made
millions	from	the	movie	adaptation	of	Heaven	Is	for	Real.	But	others	are
more	reluctant	to	accept	dualism.

One	of	these	dualism	skeptics	is	Dr.	Dean	Mobbs,	who	explains	the
elements	of	NDEs	with	boring	old	biology.18	The	experience	of	floating	over
your	body	can	be	generated	by	overstimulation	of	the	right	temporoparietal
junction.	The	white	light	can	be	generated	by	retinal	ischemia,	caused	by
reduced	blood	supply	to	the	eye.	The	mystical	meeting	of	your	grandparents
may	be	the	result	of	activity	in	the	angular	gyrus	or	abnormal	levels	of
dopamine	in	the	brain.	Meanwhile,	the	sense	of	peace	and	acceptance	of	death
is	very	similar	to	the	experiences	one	has	under	the	influence	of	powerful
drugs	such	as	ketamine	or	amphetamine.19	With	the	flood	of
neurotransmitters	released	during	NDEs,	it’s	no	surprise	that	the	experience	is
similar	to	that	of	drug	use.

Despite	these	prosaic	explanations	of	NDEs,	a	single	number	once	argued
in	favor	of	dualism	and	the	continuing	life	of	the	soul:	twenty-one.	This
number	has	nothing	to	do	with	blackjack	or	the	legal	drinking	age	but	instead
is	the	apparent	weight	of	the	soul.	In	1907	Dr.	Duncan	MacDougall	placed	a
man	dying	of	tuberculosis	on	a	very	delicate	scale	and	intently	watched	the
dial	as	his	heart	slowed	to	a	stop.	As	the	man’s	body	released	his	last	breath,
the	good	doctor	noticed	that	his	patient	lost	twenty-one	grams	in	weight,
which	MacDougall	interpreted	to	be	his	escaping	soul.



Seeking	to	generalize	this	finding,	MacDougall	put	a	dying	dog	on	the
scale	but	failed	to	find	the	same	loss	of	weight	upon	its	death,20	suggesting
either	that	the	original	reading	was	in	error	or	perhaps	that	man’s	best	friend
is	soulless.*	Another	study	rumored	to	test	for	the	weight	of	the	soul	involved
earthworms	and	a	blender.	The	premise	was	simple:	put	a	blender	on	a
sensitive	scale,	add	some	earthworms,	and	then	turn	it	on	and	watch	for	a
decrease	in	weight	as	their	souls	escape.	Like	the	canine	study,	this	study
didn’t	reveal	any	weight	changes,	but	that’s	unproblematic	unless	you	believe
that	“all	nematodes	go	to	heaven.”	Alas,	the	twenty-one-gram	loss	from
human	death	was	never	replicated,	but	even	if	it	were,	it	wouldn’t	support
dualism.	Dualism	suggests	that	we	all	have	an	immaterial	soul,	and
immaterial	souls	don’t	have	weight	because	weight	depends	on	mass,	and
mass	is	a	feature	of	matter.

Whether	grinding	up	innocent	earthworms	is	justified	for	science,	it
certainly	seems	cruel.	Nevertheless,	it	is	always	possible	to	be	crueler.	If	you
had	to	guess,	what’s	the	cruelest	thing	you	can	say	to	a	young	child?	That	the
Easter	Bunny	isn’t	real?	That	Santa	Claus	is	really	her	parents?	That	her
finger	paintings	are	pedestrian	and	her	ballet	dancing	mediocre?	No,	probably
the	nastiest	thing	you	can	tell	her	is	that	one	day	everyone	she	knows	and
loves—her	mom,	her	dad,	her	pet	dog,	and	her	best	friend—will	die.	And	one
day	she	too	will	die;	her	candle	will	be	snuffed	out	by	the	fickle	wind	of	fate.
The	other	insults	she	would	eventually	forget,	but	the	specter	of	inevitable
death	is	undeniable	and	deeply	unsettling.*

Of	course,	children	have	heard	of	death	before.	We	have	a	colleague
whose	six-year-old	daughter	was	in	school	when	the	teacher	said,
“Remember,	class,	every	problem	has	a	solution.”

Since	it	wasn’t	a	question,	the	teacher	was	surprised	when	Janette	put	up
her	hand.	“Yes,	Janette?”

“I	know	one	problem	that	doesn’t.”

“You	probably	just	need	help	thinking	about	a	solution.	What’s	the
problem?”

“Death.”	A	letter	was	sent	home	to	the	parents.

Even	when	kids	know	about	the	inevitability	of	death,	their	innate
dualism	leads	them	to	think	of	it	merely	as	a	transition.	Unfortunately,	the
monist	explanation	favored	by	scientists	suggests	that	once	your	brain	turns
off,	so	too	do	you.	This	not	only	violates	our	beliefs	about	conservation	of
mind	but	also	poses	a	powerful	existential	conundrum:	If	we	all	die	in	the



end,	then	what	does	it	matter	what	we	do	in	life?	Why	bother	working	hard	to
get	that	degree,	promotion,	or	raise	when	forty	years	from	now,	give	or	take,
you	will	be	dead,	and	in	another	forty	after	that,	you	and	everything	you’ve
ever	done	will	likely	be	forgotten?	Faced	with	this	terrible	truth,	what	gets	us
out	of	bed	in	the	morning?

This	very	question	was	pondered	by	a	German	sociologist	named	Ernest
Becker,	who	suggested	that	the	knowledge	of	our	own	death	is	a	defining
characteristic	of	our	species.21	Animals	certainly	seem	to	lack	a	sense	of	their
impending	demise.	Take	salmon.	They	are	so	exhausted	by	swimming	up
mountain	streams	to	spawn	that	they	die	right	after	releasing	their	eggs	and
sperm.22	Likewise,	the	male	praying	mantis	often	has	his	head	bitten	off
during	foreplay	(before	headlessly	mounting	the	female).23	If	you	were	a	male
praying	mantis,	you	might	think,	“That	praying	mantis	lady	sure	looks	fine,
but	I	think	I’ll	stick	with	back	issues	of	Play-mantis	and	keep	my	head.”
However,	if	animals	recognized	their	impending	doom,	their	species	would
lose	the	game	of	evolution.	Without	suicidal	spawning	and	sexing,	there
would	be	no	future	salmon	or	praying	mantises,	and	so	species	are	better	off	if
their	members	aren’t	aware	of	death.

Unfortunately,	humans	have	powerful	brains	that	cannot	help	but	realize
the	relentlessness	of	death,	a	realization	that	poses	a	challenge	for	the
propagation	of	our	species.	If	we	each	recognize	the	futility	of	our	lives,	then
why	slave	at	monotonous	jobs	to	provide	for	our	children,	who	also	require	us
to	forgo	sleep	and	adult	conversation?	In	other	words,	why	bother
propagating	our	species?	The	very	short	answer	is	that	we	are	designed	to
seldom	think	of	this	question.	We	rarely	think,	“I	want	to	approach	this
woman	and	ask	for	her	number,	but	what	about	the	inevitable	annihilation	of
my	consciousness?”	In	fact,	Becker	suggests	(echoing	Sigmund	Freud)24	that
the	human	mind	actively	represses	thoughts	of	death.

Becker	believed	that	thoughts	of	death	are	terrifying	and	immobilizing,
and	how	we	deal	with	such	terror	is	the	research	project	of	a	handful	of
psychologists	who	have	developed	“Terror	Management	Theory.”25	They
suggest	that	we	cope	with	the	terror	of	death	in	two	ways.	The	first	is	by
thinking	that	we—or,	more	technically,	our	minds—will	literally	never	die,
that	our	consciousness	will	persist	in	the	great	beyond,	perhaps	to	be
contacted	by	John	Edward	at	a	taped	psychic	reading.	The	second	way	of
coping	with	the	terror	of	death	is	by	thinking	that	we	will	achieve	symbolic
immortality	through	the	success	of	our	culture.	This	route	to	immortality



acknowledges	that	our	consciousness	will	be	snuffed	out	but	takes	comfort
that	at	least	other	similar	minds	will	live	on.

Literal	immortality	was	the	dream	of	every	conquistador	who	quested
through	the	Amazon	jungle	looking	for	the	fountain	of	youth.	Stories	of
adventurers	seeking	immortality	go	as	far	back	as	the	legends	of	Alexander
the	Great,	who	braved	the	Land	of	Darkness	in	the	hope	of	finding	the	Water
of	Life.26	It	is	also	the	dream	of	every	scientist	who	studies	ways	to	slow	the
biological	process	of	aging,	including	resveratrol,27	low	stress,28	calorie
restriction,29	and	social	support.30	But	even	if	we	moved	our	family	and
friends	to	a	lazy	town	in	Ikaria*31	and	consumed	nothing	but	vegetables,	olive
oil,	and	red	wine,	our	bodies	would	still	fail	eventually.

As	currently	slated-for-death	humans,	we	might	console	ourselves	with
the	idea	that	somehow,	someday,	science	will	succeed	in	making	people	live
forever.	But	how	much	do	you	really	care	about	your	great-great-great-great-
great-grandson?	That	future	kid	has	less	than	1	percent	genetic	overlap	with
you,	so	you	would	rather	live	forever	yourself.	Currently	the	only	two
possible	options	for	personal	immortality	are	either	waiting	patiently	in
cryogenic	storage	for	science	to	put	a	stop	to	aging	or	spurring	computers	on
to	the	singularity	so	that	our	consciousnesses	can	be	uploaded	(as	we
discussed	in	chapter	3	on	machines).

Taking	the	cryogenic	option	was	Dick	Clair,	an	Emmy-winning
Hollywood	writer	who	worked	on	the	most	popular	shows	of	the	1970s,
including	The	Mary	Tyler	Moore	Show,	The	Bob	Newhart	Show,	and	The
Carol	Burnett	Show.	Clair	was	diagnosed	with	AIDS	in	1986,	and	knowing
that	his	remaining	time	would	be	short,	he	contracted	Alcor—an	Arizona-
based	nonprofit	organization—to	vitrify	(cool	to	the	point	of	solidification)
his	body	upon	death.	Despite	fierce	opposition	from	the	hospital,	a	court
decision	finally	allowed	Alcor	to	grant	Clair’s	wishes.	He	now	resides	in	a
custom-designed	capsule	bathed	in	liquid	nitrogen	at	–196°C,	a	temperature
that	keeps	Clair’s	body	in	stasis	indefinitely,	until	the	technology	is	available
for	his	resurrection	and	recovery.	Other	members	cryogenically	suspended	at
Alcor’s	facility	include	Jerry	Leaf	(Alcor’s	ex–vice	president),	the	futurist
FM-2030	(his	actual	name),	and	baseball	hall-of-famer	Ted	Williams	(and	his
son	John	Henry).	You	too	can	join	the	cryonics	club	by	preserving	your	whole
body	for	$200,000	or	just	your	head	for	only	$80,000.



Figure	41:	Literal	Immortality
The	Fountain	of	Youth,	as	depicted	by	Lucas	Cranach	the	Elder	(1472–1553).



Figure	42:	An	Alcor	“Dewar”
An	insulated	storage	unit	for	vitrified	patients.

Liquid	nitrogen	may	provide	bodily	immortality,	but	most	people	are
content	with	living	on	only	via	their	minds	in	the	afterlife.	Studies	reveal	that
just	the	idea	of	the	afterlife	decreases	the	fear	of	death—even	in	atheists.32
You	might	therefore	expect	highly	religious	folks	to	be	sanguine	about	death.
If	you	are	convinced	of	the	existence	of	heaven—and	your	qualification	for
admission—then	death	should	be	no	big	deal.	If	anything,	it	should	be
embraced,	as	it	allows	you	to	leave	this	physical	world	of	suffering	and	head
straight	to	the	ethereal	empyrean	realm.

Two	studies	investigated	whether	the	religious	embrace	death	by
examining	doctors’	decisions	regarding	terminally	ill	patients.	Religious



doctors,	regardless	of	faith,	turned	out	to	be	significantly	less	likely	to
perform	procedures	that	would	hasten	the	death	of	terminal	patients,	even
those	suffering	from	excruciating	pain.33	And	those	who	believed	most	firmly
in	a	paradise-like	afterlife—religious	fundamentalists—were	the	most	likely
to	request	heroic	lifesaving	measures,	even	if	they	were	painful	and
humiliating	and	were	likely	to	prolong	life	by	only	a	week	or	so.34	These
hardly	seem	like	the	decisions	of	those	convinced	of	heaven.	Instead	these
data	suggest	that	people	may	be	religious	in	the	first	place	because	they	are
terrified	of	death.	In	support	of	this	idea,	one	study	found	that	people	made	to
think	about	their	own	death	increased	their	belief	in	God.35

Of	course,	not	everyone	believes	in	God,	but	even	hardened	nonbelievers
like	Richard	Dawkins	can	still	cheat	annihilation	through	symbolic
immortality.	In	contrast	to	literal	immortality,	which	suggests	the	continued
existence	of	your	consciousness,	symbolic	immortality	suggests	the	continued
existence	of	other	similar	minds—and	those	symbols	you	all	believe	in,	like
science,	truth,	freedom,	and	the	great	U.S.	of	A.	When	people	die	for	a
“cause,”	they	are	demonstrating	symbolic	immortality.

To	test	this	idea,	terror-management	theorist	Tom	Pyszczynski	and
colleagues	had	people	read	an	essay	supporting	open	immigration	either	on	a
normal	city	sidewalk	or	in	front	of	a	funeral	home.	They	hypothesized	that
reminders	of	death	would	lead	people	to	identify	strongly	with	their
nationality—Go	America!—and	therefore	see	foreigners	as	threatening.	As
predicted,	people	evaluated	the	proimmigrant	argument	more	harshly	when
they	read	it	in	front	of	the	funeral	home,36	demonstrating	that	death	makes	us
protective	of	our	own	cultures	and	values.

This	isn’t	as	strange	as	it	may	seem.	We	tell	soldiers	that	even	though	they
may	die	on	the	battlefield,	they	will	live	on	through	their	deeds	and	the
triumph	of	their	country.	This	is	why	many	are	so	offended	by	the	burning	of
Old	Glory:	you	are	destroying	not	just	a	piece	of	fabric	but	the	symbol	for
which	so	many	have	given	their	lives.	To	quote	Representative	Henry	Hyde
during	a	1995	debate	on	an	amendment	to	ban	flag	burning:	“A	young	man
thousands	of	miles	away	from	home	.	.	.	who	died	defending	freedom.	How
do	you	honor,	how	do	you	glorify	that?	You	honor	Old	Glory	on	behalf	of	that
hero.”37

In	addition	to	condemning	flag	burning,	death	makes	us	identify	with	the
most	dominant	cultural	group.	Reminding	people	of	mortality	causes	them	to
accept	racism	toward	an	out-group,38	to	criticize	those	who	oppose	their
political	views,	to	perceive	more	similarity	to	those	who	share	their	gender,39



and	to	punish	rule	breakers.40	As	reminders	of	death	seem	to	make	people
anti-immigration,	profamily,	and	pro–rule	following—that	is,	Republican—it
makes	sense	that	people	primed	with	death	were	more	likely	to	express
support	for	George	W.	Bush	over	John	Kerry	in	the	2004	election.

More	generally,	those	who	see	the	world	as	more	threatening	lean	more
conservative,41	and	death	is	the	ultimate	threat.	The	link	between	perceptions
of	threat	and	conservatism	provides	some	perspective	on	findings	that
conservatism	increases	with	age42—the	older	you	are,	the	closer	you	are	to
death.	Symbolic	immortality	suggests	that	the	fear	of	death	depends	upon
how	you	spend	your	last	days—the	more	you	contribute	to	your	culture,	the
less	terror	you	are	likely	to	feel.	To	misquote	Horace	Mann’s	1859	address	to
Antioch	College,	“You	will	be	afraid	to	die	until	you	have	won	some	victory
for	humanity.”*

Existential	terror	can	explain	why	people	themselves	want	to	live	on,	but
it	leaves	open	the	question	of	why	we	continue	to	see	the	minds	of	deceased
others.	Not	everyone	believes	in	ghosts,	but	many	people	do	believe	in	the
continued	presence	of	deceased	individuals,	if	only	in	their	minds.	After
losing	someone	we	know,	we	often	continue	to	simulate	their	minds	so
vividly	that	it	is	difficult	to	think	of	them	as	truly	gone.	We	wonder	what	they
might	be	thinking,	hope	that	they	might	be	proud	of	us,	and	are	scared	that
they	might	be	angry.

Grief	and	feelings	of	unfinished	business	are	reasons	why	close	others
live	on	in	our	minds,	but	people	also	see	the	dead	even	when	they	don’t	know
or	love	them—especially	if	they	are	good	or	evil.	Imagine	you	are	sitting
around	a	campfire	one	night	when	a	local	guide	starts	to	tell	you	about	some
strange	happenings	in	the	surrounding	woods,	now	thick	with	fog.
Apparently,	not	far	from	where	you’re	sitting	people	have	reported	feeling	a
brooding	presence,	heaviness	in	the	air,	and	an	unnatural	silence.	You	begin	to
feel	it	too,	and	out	of	the	corner	of	your	eye	you	see	a	flicker	of	motion,	but
when	you	quickly	turn,	there	is	nothing	there	but	an	ominous	swirling	of	mist.
The	guide	mentions	the	word	“ghost”	and	you	and	your	friends	draw	closer
together,	leaning	in	toward	the	fire	and	away	from	the	expansive	darkness.
You	quietly	ask,	“Whose	ghost?”	and	the	guide	tells	you	that	in	life	the
ghost’s	name	was	Ed	Kowalski,	a	local	plumber	who	loved	reality	TV	and
homemade	pierogi.	Suddenly	the	ghost	seems	much	less	plausible.

When	we	think	of	ghosts,	we	think	of	those	who	have	done	evil	in	their
lives;	our	studies	bear	this	out.	We	asked	people	to	imagine	that	they	were	in	a
place	where	they	felt	strange	emotions,	a	sensation	of	a	presence,	and	changes



in	the	atmosphere.	We	then	asked	the	participants	to	describe	the	kind	of	spirit
that	might	cause	these	sensations,	and	sure	enough	they	often	described
people	who	were	evil	in	life,	using	descriptors	like	“hateful,”	“violent,”	and
“psychopathic.”	This	persistence	of	evil	is	consistent	not	only	with	horror
movies	but	also	with	conceptions	of	the	afterlife.	People	believe	that	good
people—and	normal	people—go	on	to	heaven,	whereas	the	souls—and	minds
—of	the	evil	remain	trapped	on	Earth.

Good	people	also	appear	to	live	on	after	death,	but	not	in	the	same	way.
When	we	asked	people	to	rate	what	happened	to	heroes	such	as	Mother
Teresa,	they	didn’t	think	that	they	would	be	experienced	as	the	same	tangible
presence.	Instead	they	believed	that	good	people	live	on	more	abstractly,
within	all	of	our	hearts.	As	most	people	see	themselves	as	fundamentally
good,	they	are	happy	to	assimilate	heroes	into	their	own	self-concept.	It	may
be	only	wishful	thinking,	but	many	like	to	see	their	own	good	deeds	as
continuing	the	work	of	their	role	models.	In	contrast,	villains	seem	to	have	so
little	overlap	with	us	that	we	think	of	them	as	completely	distinct	and	feel
them	as	a	brooding	threat	to	us.	Good	people	live	on	in	our	hearts,	and	evil
people	live	on	in	our	basements.

The	continued	presence	of	good	or	evil	people	is	rooted	in	the
phenomenon	of	moral	typecasting,	introduced	in	chapter	4	on	patients.	Those
who	do	good	or	evil	are	perceived	as	especially	agentic	and	less	vulnerable	to
harm.	Not	only	do	heroes	and	villains	seem	harder	to	harm	and	harder	to	kill,
but	even	once	they	are	killed,	their	minds	seems	to	resist	complete
dissolution.

A	thread	running	through	our	discussion	of	the	dead	is	the	perceived
stability	of	minds	after	death.	We	acknowledge	that	people	can	be	changed
through	life-altering	events	(by	definition)	and	can	shift	their	perspective	and
priorities	after	a	brush	with	death.	However,	minds	are	perceived	as	changing
little	after	actual	death,	and	the	spirits	of	the	dead	seem	very	similar	to	who
they	were	in	life:	people	evil	in	life	become	vengeful	spirits,	and	people	good
in	life	provide	a	benevolent	presence.	Work	by	psychologist	Scott	Allison
finds	that	perceptions	of	death	are	forever	frozen	in	time	and	are	even
resistant	to	new	information	revealed	postmortem.

In	one	study	participants	learned	one	fact	about	a	fictional	woman	named
Eleanor	Dripp	that	was	either	positive	(helping	a	stranger)	or	negative
(cheating	on	her	husband).	Participants	then	learned	either	that	Dripp	was	still
alive	or	that	she	had	died.	Finally,	they	learned	whichever	of	the	two	facts
about	her	they	hadn’t	been	told	before.	So	if	participants	first	read	about	her



helping	a	stranger,	they	then	read	about	her	infidelity,	and	if	they	had	first
read	about	her	infidelity,	they	then	read	about	her	helpfulness.	Allison	found
that	on	hearing	the	second	fact	about	Dripp,	people	adjusted	their	opinions	of
her	much	less	if	they	had	first	learned	that	she	was	dead,	and	the	same	result
was	found	with	other	real-life	targets.43

The	minds	of	others	in	death	stay	as	we	knew	them	in	life,	even	if	we
knew	them	only	briefly,	which	explains	our	resistance	to	thinking	better	of
people	we	knew	as	villains	or	thinking	worse	of	those	we	knew	as	heroes.	Not
only	do	people’s	moral	characters	freeze	at	death,	but	we	also	tend	to
exaggerate	who	they	were—the	good	becoming	truly	heroic	and	the	bad
becoming	truly	evil.44	Minds	may	be	insubstantial	and	invisible,	but	they
seem	to	thicken	and	solidify	after	death,	becoming	more	concrete	and
extreme.

This	increased	extremity	after	death	also	occurs	in	nonmoral	domains.	If	a
good	musician	suddenly	dies	at	the	peak	of	his	career,	he	becomes	the	best	to
have	ever	lived.	This	is	why	members	of	the	“twenty-seven	club”—musicians
who	died	at	age	twenty-seven—are	remembered	as	so	legendary.	Jim
Morrison,	Janis	Joplin,	Jimi	Hendrix,	Kurt	Cobain,	and	Amy	Winehouse
might	not	seem	as	amazing	if	we	could	watch	them	for	an	additional	forty
years.	Seeing	1969	Jimi	Hendrix	play	the	national	anthem	with	his	guitar
behind	his	back	at	Woodstock	is	incredible.	Seeing	2009	Jimi	Hendrix	shilling
for	AARP	after	a	sad	money-grabbing	comeback	tour	would	be	less	than
incredible.

Although	people	exaggerate	and	freeze	the	moral	characters	of	heroes	and
villains	in	death,	when	it	concerns	more	average	people	there	is	a	tendency	to
think	of	them	as	somewhat	kinder.	When	someone	dies,	we	typically
remember	the	good	things	about	them,	such	as	their	smile,	their	laugh,	their
love	for	their	family,	and	their	successes	at	work,	and	not	how	they	could	be
petty	or	selfish	or	bitter,	or	how	they	sometimes	hurt	those	close	to	them	with
callous	remarks.	As	proof,	just	take	a	look	at	newspaper	obituaries,	in	which
people	praise	the	“warmth,”	“kindness,”	and	“generosity”	of	the	deceased.
People	don’t	want	to	speak	ill	of	the	dead,	perhaps	because	they	are	afraid	of
vengeful	spirits	or	because	they	pity	them	as	moral	patients	who	have
suffered	the	ultimate	harm.

The	aversion	to	maligning	the	dead	appears	to	extend	to	disrespecting
their	wishes.	When	someone	makes	a	deathbed	request	(e.g.,	“Avenge	my
death”),	people	seem	to	feel	obligated	to	fulfill	it,	despite	the	fact	that	the
person	now	doesn’t	care	(or	certainly	cares	less	than	when	living).	We	seem



to	consider	the	dead’s	minds	as	not	only	persisting	but	also	having	moral
rights,	as	is	consistent	with	the	deep	connection	between	mind	perception	and
morality	revealed	way	back	in	chapter	1.	We	think	that	the	dead	can	be
harmed	through	defacing	their	graves	or	breaking	promises	to	them,	and	we
try	to	follow	their	wills	to	the	letter	of	the	law.	When	people	give	all	their
money	away	to	their	cat,	society	tries	to	respect	that	request	instead	of
spending	the	money	on	something	more	useful,	like	fighting	malaria	or
childhood	poverty.	That	we	would	respect	the	agency	of	the	dead	over	the
suffering	of	the	living	is	one	more	quirk	of	mind	perception.

Whether	in	bustling	and	brightly	lit	television	studios	or	in	the	quiet	and
dim	bedrooms	we	used	to	share	with	spouses,	we	cannot	help	but	perceive	the
minds	of	those	who	have	left	us.	Seeing	the	minds	of	dead	others	not	only	is	a
natural	continuation	of	seeing	their	living	minds	but	also	is	supported	by
intuitions	of	dualism	and	conservation	of	mind.	With	our	own	minds	it	is
annihilation	of	mind	that	we	fear	most,	but	luckily	we	are	typically	able	to
suppress	this	fear	with	the	help	of	religion	and	culture.

Try	as	we	might,	it	is	impossible	to	imagine	our	minds	in	death,	and	this
paradox	is	mirrored	by	another	paradox	of	the	mind	club.	Minds	are
insubstantial	during	life,	but	after	death	we	somehow	perceive	them	as	more
solid	and	less	changeable.	In	the	past	chapters	we	have	emphasized	the
importance	of	cues	to	mind	such	as	expressive	features,	language,	and
purposeful	behavior.	Each	of	these	are	physical	manifestations	of	mind,	but
the	dead	suggest	that	minds	can	be	completely	disconnected	from	physical
reality.	In	death	the	less	we	tie	minds	to	physical	bodies,	the	more	they
persist.

The	club	of	dead	minds	seems	to	hinge	more	upon	how	people	are
remembered	in	life	than	on	biological	fact,	but	the	disconnection	of	mind
perception	from	externally	verifiable	mental	capacities	is	true	for	many
cryptominds,	especially	for	the	most	contentious	of	all	cryptominds:	God.





I

Chapter	9

GOD
n	the	seventeenth	century	the	French	philosopher	Blaise	Pascal	was	trying
to	decide	whether	he	should	believe	in	God.	Rather	than	look	skyward	for

a	sign,	Pascal	looked	to	logic.	He	came	up	with	a	small	table—or	matrix—to
help	him	decide.	He	divided	it	vertically	based	on	whether	he	believed	in
God,	with	the	top	row	representing	“believe”	and	the	bottom	row	representing
“do	not	believe.”	He	then	divided	it	horizontally	based	on	whether	God
existed,	with	the	left	column	representing	“does	not	exist”	and	the	right
column	representing	“exists.”

First	Pascal	wondered	what	would	happen	if	God	didn’t	exist.	If	he
wrongly	believed	in	Him,	he	would	feel	compelled	to	live	a	prudish	life,
missing	out	on	many	delightful	but	sinful	experiences,	such	as	Las	Vegas	and
French	wine.	Then	at	the	end	of	his	ascetic	life—without	a	God	to	provide	an
afterlife—death	would	mean	the	end	of	the	story.	This	scenario	would	be
assigned	a	score	of	–80,	one	negative	point	for	every	year	of	austerity.
Alternatively,	if	God	didn’t	exist	and	Pascal	correctly	disbelieved	in	him,	then
he	would	have	eighty	years	of	delicious	debauchery	and	scintillating	sin,
giving	an	overall	life	score	of	+80.

If	God	exists,	however,	the	calculations	substantially	change,	because	of
the	existence	of	an	afterlife.	Correctly	believing	in	God	still	yields	a	boring,
prudish	life	(–80),	but	these	dull	years	of	following	His	commandments	also
yield	an	eternal	afterlife	in	heaven.	If	we	assign	one	positive	point	for	every
year	in	heaven,	then	we	have	+1	×	∞	=	+∞,	and	if	we	combine	life	and
afterlife,	we	get	–80	+	∞,	which	still	equals	+∞.	Conversely,	failing	to
correctly	believe	in	God	still	gives	the	joy	of	lusty	living	(+80)	but	is	offset	by
an	afterlife	of	eternal	suffering	in	hell	(–∞),	and	combining	these	values
yields	–∞,	which	completes	the	final	cell	of	the	table	(see	figure	43).	The
smart	choice	should	now	be	obvious.	If	there	is	any	doubt	in	your	mind	about
whether	God	exists,	you	should	hedge	your	bets	and	act	as	if	He	does	exist,
lest	you	be	sent	to	hell	forever.	Pascal	argued	that	believing	in	God	was
simply	the	rational	thing	to	do.1

God	does	not	exist God	exists

Believe	in	God −80 +∞



Do	not	believe	in	God +80 −∞

Figure	43:	Pascal’s	Wager
The	numbers	count	the	good	or	bad	years	of	a	decision	to	believe	(or	not)	given	whether	God	exists	(or
not).

Of	course,	rational	calculation	is	not	what	people	typically	cite	as	the
source	of	their	faith.	People	don’t	sit	down	with	their	financial	adviser	and,
while	picking	mutual	funds,	pause	to	ask	whether	they	should	believe	in	the
Almighty.	God	is	not	something	that	you	approach	with	cold	mathematical
logic.	Instead,	belief	is	something	intuitive,	emotional,	and—for	many	people
—powerfully	obvious.	Christian	philosopher	Søren	Kierkegaard	is	quoted	as
having	said,	“Life	is	not	a	problem	to	be	solved,	but	a	reality	to	be
experienced,”2	and	the	same	applies	to	how	people	perceive	God.	People
don’t	think	about	God	so	much	as	perceive	His	presence	in	their	lives.	Just	as
you	cannot	help	but	perceive	the	minds	of	people—despite	the	possibility	that
they	ultimately	may	not	exist—people	cannot	help	but	perceive	God,	despite
the	fact	that	He	might	not	exist.	Even	Pascal,	with	his	wager,	took	the
existence	of	God	as	a	given.3

God	is	many	things	to	many	people,	but	to	all	of	them	He	is	a	mind.	Just
like	the	humans	who	believe	in	Him,	God	is	perceived	as	being	able	to	think
and	feel,	and	people	wonder	what	He	intends	for	the	future	and	feel	His	love
for	them.	Although	His	mind	is	very	humanlike,	He	is	also	different	from
humans	in	many	important	ways.	He	is	perceived	as	knowing	more	than
anyone	else	and	as	being	exempt	from	many	of	the	emotions	and	sensations
that	humans	feel,	such	as	embarrassment,	hunger,	and	lust.	This	explains	why
chapter	1’s	mind	survey	revealed	that	God	is	perceived	as	being	very	high	in
agency	but	relatively	low	in	experience.4

As	we’ll	soon	see,	one	reason	for	God’s	uniquely	agentic	mind	is	His
importance	in	morality.	God	seems	not	to	care	what	color	socks	we	wear	but
to	care	a	lot	about	our	cheating	on	our	taxes	and	coveting	our	neighbor’s	new
car.	The	reason	for	God’s	moral	preoccupation	comes	from	the	idea	of
(agentic)	dyadic	completion,	which,	if	you	remember,	is	the	idea	that
suffering	compels	us	to	see	powerful	moral	agents.	God’s	moral	bent	also
stems	from	the	fact	that	large-scale	cooperation	helps	cultures	to	crush	their
enemies.	But	we	are	getting	ahead	of	ourselves.	To	understand	why	people
perceive	God’s	mind,	we	must	begin	in	the	mists	of	human	prehistory—or,
more	technically,	the	tall	grasslands	of	human	prehistory—with	“the	mystery
of	the	rustling	grass.”



Imagine	you	are	a	prehistoric	man	or	woman	walking	through	the
darkness	of	the	savanna	one	night	when	you	suddenly	hear	a	mysterious
rustling	in	the	grass.	You	freeze	and	consider	two	different	options.	The	first
is	to	run	like	the	dickens,	and	the	second	is	to	continue	leisurely	on	your
merry	way.	If	the	rustling	signals	a	lion,	you	should	run,	but	if	it’s	just	the
wind,	then	you	should	keep	walking.	But	what	happens	if	you	guess	wrong?
If	you	run	and	it’s	just	the	wind,	then	you’ll	look	pretty	stupid	when	you
arrive	back	in	your	village	flushed	and	out	of	breath.	On	the	other	hand,	if	you
keep	walking	and	there’s	a	lion,	then	looking	stupid	is	the	least	of	your
concerns	because	you’ll	soon	be	dinner.

If	you	think	about	it,	this	scenario	is	exactly	like	Pascal’s	wager	because
of	a	massive	asymmetry	in	outcomes.	Just	as	the	threat	of	eternal	suffering
makes	it	rational	to	believe	in	God,	the	threat	of	death	makes	it	rational	to
always	assume	that	there	is	a	lion	in	the	grass.	This	cost/benefit	ratio	is	just
the	kind	of	thing	upon	which	natural	selection	operates,	such	that	“lion
assumers”	generally	live	longer	and	pass	on	more	genes	than	“lion	ignorers.”
The	same	principle	holds	whether	we	are	taking	about	lions,	tigers,	or	bears.*
Evolution	has	selected	for	people	who	in	ambiguous	situations	are	likely	to
perceive	agents—those	self-directed	minds	that	could	eat	or	otherwise	harm
them.

More	specifically,	evolution	has	endowed	our	prehistoric	ancestors—and
us—with	a	hyperactive	agency-detection	device	(HADD)	that	makes	us
acutely	sensitive	to	the	possibility	of	agents	in	our	environment.5	Of	course,
in	today’s	world	we	are	seldom	at	risk	of	being	eaten	by	predators,	but	the
HADD	still	works	as	well	as	ever.	When	you	are	home	alone	at	night	and	hear
a	strange	noise	from	your	backyard,	you	instantly	think	of	a	serial	killer	and
not	a	gust	of	wind.	And	when	you	feel	a	soft	twitching	on	your	face,	you
instantly	think	of	a	spider	and	not	a	stray	piece	of	hair.

This	hardwired	tendency	to	detect	earthy	agents	also	makes	us	detect
supernatural	agents.	When	a	branch	snaps	in	a	dark	forest,	it	might	be	a	bear,
or	it	might	be	the	ghost	of	a	murdered	camper.	As	we	saw	in	the	previous
chapter,	people	often	assume	that	these	supernatural	agents	are	dangerous.	For
example,	Japanese	Buddhism	speaks	of	the	jikininki,	spirits	of	the	evil	dead
who	come	back	at	night	to	devour	human	corpses,6	and	the	ancient	Greeks
spoke	of	the	Keres,	spirits	who	would	fly	over	battlefields	and	descend	upon
wounded	soldiers	to	drink	their	blood	and	send	them	to	Hades.7



Figure	44:	Pascal’s	Logic	Applied	to	the	“Mystery	of	the	Rustling	Grass”
It	makes	sense	to	generally	assume	the	presence	of	an	agent.

The	reason	for	this	assumed	supernatural	malevolence	is	the	same	reason
behind	the	HADD:	if	you	have	to	guess	the	intentions	of	someone,	it’s	best	to
stay	on	guard	and	assume	that	they’re	out	to	get	you.	Consider	again	the
mystery	midnight	noise	in	the	backyard.	You	typically	don’t	think,	“Great!
Someone	is	sneaking	around	to	leave	me	a	big	pile	of	money!”	Instead	you
think	about	a	depraved	criminal	who	plans	to	do	terrible	things	to	you	and
your	pets.

Although	threatening	situations	predispose	people	to	see	agents,	people
will	also	perceive	them	at	more	relaxed	times,	such	as	when	lying	on	their
backs,	staring	at	faces	in	the	clouds.8	Part	of	this	perception	stems	from
apophenia,	the	general	tendency	of	our	minds	to	make	meaning	out	of	the
meaningless.	At	its	most	extreme	this	can	be	a	symptom	of	schizophrenia,
such	as	when	people	believe	that	individuals	wearing	red	ties	are	part	of	a
vast	communist	conspiracy	to	overthrow	the	government	(as	in	the	case	of



Nobel	Prize–winning	mathematician	and	paranoid	schizophrenic	John	Nash).9
A	less	extreme	form	of	apophenia	involves	the	idea	of	divination,	in	which
you	can	see	hints	of	the	future	through	patterns	of	tea	leaves,	tarot	cards,	or
runes.	For	example,	in	ancient	Rome	religious	figures	known	as	haruspices
performed	divination	by	examining	the	entrails	of	sacrificed	sheep,
particularly	their	livers.10	Each	of	these	cases	of	apophenia	typically	involves
supernatural	agents,	as	people	believed	that	spirits	and	gods	were	speaking
through	the	cards	(or	sheep	organs).	Even	modern	people	seem	to	feel	the
presence	of	supernatural	agents	in	mundane	objects—like	a	navel	orange.

On	Christmas	morning	2009,	Lockport,	New	York,	resident	Paul
Kulniszewski	ate	his	usual	breakfast	orange.	But	on	that	anniversary	of
Christ’s	birth,	cutting	his	orange	in	half	yielded	a	miracle:	Jesus	and	Mary
suddenly	appeared.	No,	they	didn’t	walk	into	his	kitchen	to	share	some	slices,
but	instead	they	appeared	in	the	orange.	The	cross	section	of	the	orange
revealed	a	pattern	of	slices	and	pith	that	looked	like	Jesus	on	the	cross	with
Mary	kneeling	before	Him.	Although	Kulniszewski’s	interpretation	could	be
disputed,	he	is	not	alone	in	seeing	God	around	him.	In	fact,	there	was	a
woman	who	belonged	to	the	very	same	church	as	Kulniszewski	who	saw	the
Virgin	Mary	in	a	recently	trimmed	maple	tree.	People	came	from	all	across
upstate	New	York	to	behold	the	arboreal	form	of	the	mother	of	God.

Figure	45:	Vitamin	D	and	Divinity
Do	you	see	Jesus	and	Mary	in	this	orange?
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Other	examples	of	this	divine	apophenia	include	Linda	Lowe,	who	saw
Jesus	in	a	piece	of	toast;11	Ernesto	Garza,	who	saw	Christ	in	a	breakfast
taco;12	and	Jim	Mize,	who	saw	Jesus	and	the	Virgin	Mary	in	a	Funyun.*13
Whether	any	of	these	objects	truly	reflect	divine	presence	is	debatable,	but	it
is	clear	that	such	sightings	bring	people	together	and	strengthen	their	faith.
People	undoubtedly	feel	a	deeper	sense	of	human	connection	when	beholding
Jesus	toast	than	when	beholding	mere	toast.	The	ability	of	the	divine	to	bring
people	together	is	no	accident.	Researchers	suggest	that	our	propensity	to
detect	supernatural	agents—especially	God—may	have	evolved	for	this	very
reason.

Let’s	return	to	the	mists	of	evolution.	When	we	were	here	before,	we
discussed	how	hyperactive	agency	detection	allows	us	to	avoid	threats	from
hungry	animals,	which	better	allows	our	genes	to	propagate.	For	prehistoric
humans	wild	animals	were	only	the	start	of	their	problems.	With	no	Gore-Tex,
hiking	boots,	or	Siri	to	ask	“Which	way	to	the	closest	warm	shelter?”	life	was
pretty	grim	for	Homo	sapiens.	If	you	want	to	see	for	yourself,	just	take	off
your	clothes	and	go	live	alone	on	the	savanna.	Unless	you	have	some
specialized	Navy	SEAL	training,	you’d	probably	last	less	than	a	week.	We
don’t	mean	to	malign	your	survival	skills,	but	it’s	difficult	for	anyone	to
survive	anywhere	completely	alone.	Like	it	or	not,	humans	are	a	social
species,	and	although	that	means	dealing	with	body	odor	on	the	subway,	it
also	means	an	increased	ability	to	propagate	our	genes.

Think	about	it—how	is	it	that	a	slow,	scrawny,	clawless,	furless	biped
with	a	terrible	sense	of	smell	got	to	rule	the	world?	Our	big	brains	helped,	but
the	real	reason	is	that	we	do	things	together.14	Any	one	person	alone	is	pretty
pitiable,	but	put	people	together	into	a	big	enough	group	and	they	can	do
almost	anything.	Groups	of	people	can	build	city	walls	for	protection,	farms
for	food,	and	hospitals	for	health	care,	all	of	which	help	their	genes	thrive.
Importantly,	group	living	affords	these	benefits	only	when	people	work
together,	putting	aside	some	of	their	own	selfish	desires	in	the	service	of
others.	You	may	not	want	to	sit	in	the	car’s	middle	seat,	but	unless	someone
does,	your	group	will	never	make	it	to	the	concert.

In	the	terms	of	evolution,	individual	genetic	fitness	requires	collective
success,	which	in	turn	requires	collective	cooperation.	Of	course,	as	team
projects,	life	with	roommates,	and	chapter	7	on	groups	revealed,	groups	also
encourage	selfishness	and	slacking	off.	Why	work	to	help	others	when	they
will	work	to	help	you?	Living	in	groups	allows	you	to	reap	benefits	without



putting	in	effort.	Unfortunately,	if	everyone	recognizes	this	fact,	and	everyone
is	selfish,	then	everyone	is	worse	off.	When	cooperation	dissolves	in	shared
houses,	no	one	pays	the	rent,	no	one	does	the	dishes	or	takes	out	the	trash,	and
life	descends	into	filthy	chaos.	When	cooperation	dissolves	in	whole
societies,	catastrophe	results,	and	so	evolution	needs	mechanisms	for	making
people	cooperate.15

In	small	societies	like	individual	tribes,	these	cooperation-inducing
mechanisms	include	gossip,	ostracism,	and	punishment.16	People	who	act
selfishly	in	small	communities	are	subject	to	penalties	from	simple	name-
calling	to	exile.	The	benefit	of	small	groups	is	that	everyone	knows	everyone
else,	and	so	it’s	easy	to	keep	tabs	on	other	people,	whether	by	observing	them
directly	or	through	hearsay.	However,	the	downside	of	these	small	societies	is
that	they	can’t	accomplish	as	much	as	big	societies.	When	your	entire	tribe
consists	of	only	ninety	people,	it’s	hard	to	build	hospitals,	roads,	and
universities.	Accordingly,	evolution	has	favored	bigger	societies,	but	this	has
led	to	a	cooperation	problem.

In	big	societies	it	is	impossible	for	everyone	to	keep	tabs	on	one	another.
Anthropological	research	suggests	that	we	can	have	stable	relationships	with
only	approximately	150	people,	which	explains	why	most	social	groups	like
fraternities,	military	companies,	and	HOAs	have	no	more	than	this	many
members.	When	social	groups	do	grow	beyond	this	size,	they	typically	split
by	forming	a	new	chapter,	another	company,	or	a	separate	HOA.	In	fact,	this
number	is	so	consistent	across	social	groups	that	it’s	called	“Dunbar’s
number”	after	Robin	Dunbar,	the	anthropologist	who	discovered	it.17	It	likely
also	applies	to	you.	If	you	made	a	list	of	all	the	people	you	know	(not	all	your
Facebook	friends,	but	just	the	ones	whose	ongoing	life	events	you	know	by
heart),	you	probably	wouldn’t	make	it	past	150.

In	terms	of	cooperation,	Dunbar’s	number	means	that	if	you’re	living	in	a
big	city	like	New	York,	it	is	impossible	to	know	who	is	a	good	cooperator,	let
alone	informally	enforce	cooperation.	One	way	big	societies	get	around	this
anonymity	is	with	laws	and	police	forces	that	suppress	anticooperation
tendencies,	but	they	can	arrest	people	only	in	extremely	obvious	cases	like
murder	and	theft.	Even	then,	many	criminals	escape	blame	because	of	the
high	burden	of	proof	for	conviction.	What	big	societies	need	to	really	enforce
cooperation	is	a	powerful	police	force	that	knows	not	only	people’s	every
action	but	also	their	every	thought.

One	possibility	is	an	Orwellian	thought	police	and	a	secret	network	of
spies,	but	an	even	better	solution	is	God.	Even	if	someone	can	deceive	other



people	and	disguise	his	selfishness	to	others,	God	can	see	directly	into	his
mind—and	is	able	to	punish	him	with	eternal	suffering.	The	evolutionary
importance	of	cooperation	is	why	God	seems	to	care	more	about	your
morality	than	about	your	hobbies.	Working	together	and	suppressing
selfishness	is	essential	to	the	success	of	societies	and	the	individuals	living
within	them.	Without	close	neighbors	to	observe	actions,	big,	anonymous
societies	need	an	all-seeing,	all-powerful	divine	judge.	In	support	of	this	idea,
psychologists	Ara	Norenzayan	and	Azim	Shariff	examined	the	characteristics
ascribed	to	God	across	many	different	human	societies,	from	the	small	tribes
of	aboriginal	populations	to	the	bustling	cities	of	America.18	They	found	that
in	the	small	tribes	God	is	perceived	as	having	a	very	different	mind	than	He
does	in	big	societies	like	ours.

The	gods	of	small	tribes	are	seen	as	relatively	less	powerful	and
knowledgeable	than	the	God	of	the	Western	world.	These	small	gods	are	not
omniscient	or	omnipotent	like	our	Western	gods,	and	often	their	power	is
limited	to	the	village	borders.	You	can	even	trick	these	gods	and	hide	your
sins	from	them.	However,	as	the	size	of	societies	increases,	Norenzayan	and
Shariff	found	that	their	gods	also	increase	in	power,	knowledge,	and	moral
orientation.19	In	the	largest	and	most	anonymous	societies,	such	as	the	United
States,	God	is	“big”—He	is	omniscient	and	omnipotent	and	has	very	strict
ideas	about	what	you	ought	to	do.

The	concept	of	sin	and	punishment	features	very	prominently	in
Christianity	and	other	Abrahamic	religions,	and	the	gravest	sins	are	those	that
put	one’s	own	interests	above	social	harmony,	such	as	murder,	adultery,	theft,
and	jealousy.	In	Dante’s	“Inferno,”	the	lowest	levels	of	hell	are	occupied	by
those	who	betrayed	their	families,	their	friends,	and	their	lords.20

Not	only	does	believing	in	God	come	with	the	specter	of	Hell,	but	unlike
other	people,	God	cannot	be	tricked.	Like	Santa	Claus,	God	is	always
watching	your	behavior	and	keeping	a	list	of	all	your	naughty	deeds.	Feeling
watched	by	God	has	the	same	effect	on	our	behavior	as	being	watched	by
other	people—we	suddenly	feel	self-aware	and	are	more	likely	to	act	in
socially	desirable	ways.21	Even	more	than	God,	another	supernatural	mind—
the	Devil—offers	a	powerful	corrective	against	wrongdoing,	because	he	most
vividly	represents	the	punishment	for	selfishness:	an	eternity	in	hell.

In	early	thought	Satan	lacked	the	supernatural	powers—and	evilness—he
is	now	seen	as	possessing.	The	original	translation	of	the	Hebrew	word	satan
means	something	like	a	stumbling	block	that	stands	in	the	way	of	achieving	a
goal.	Although	this	obstruction	can	be	negative,	it	can	also	be	positive,	such



as	when	God	places	barriers	in	people’s	path	to	imprudent	actions.	As	God
became	more	powerful	and	moralizing,	so	too	did	Satan	become	more
immoral,	and	the	idea	of	stumbling	transformed	into	“the	fall”	from	grace.22
A	study	led	by	Azim	Shariff	revealed	that	across	the	nations	of	the	world,	the
more	people	believe	in	hell	the	lower	the	national	crime	rate.23	A	loving,
forgiving	God	may	make	people	feel	safe	and	secure,	but	it	is	the	threat	of
hell	that	makes	people	moral.

Everyday	people	seem	to	recognize	the	link	between	religious	belief	and
acting	morally,	because	they	distrust	atheists.	Polling	data	shows	that	when	it
comes	to	electing	a	president,	Americans	are	less	comfortable	with	an	atheist
than	with	someone	of	a	different	race,	gender,	or	sexual	orientation.24	They
believe	that	without	God	to	direct	their	moral	compass,	atheists	are	morally
depraved.25	In	one	study	psychologist	Will	Gervais	and	colleagues	found	that
people	rated	the	morality	of	atheists	as	no	different	from	that	of	convicted
rapists.26	One	conservative	Web	site	claims,	“Not	possessing	a	religious	basis
for	morality,	atheists	are	fundamentally	incapable	of	having	a	coherent	system
of	morality”—which	supposedly	makes	atheists	likely	pedophiles.27	Of
course,	there	is	no	evidence	to	suggest	that	atheists	are	any	less	moral	than
believers.	In	fact,	many	of	the	most	violent	conflicts	in	history	have	been
perpetrated	in	the	name	of	the	Almighty.

God’s	ostensible	support	of	war	comes	again	from	the	importance	of
group	coordination	in	evolution.	In	the	evolutionary	landscape,	people	and
their	genes	were	threatened	not	only	by	wild	animals	and	lazy	individuals	but
also	by	rival	groups.	As	we	saw	in	chapter	5	on	the	enemy,	when	resources
become	scarce	or	tensions	are	high,	it	takes	little	to	prompt	one	group	to
attempt	the	destruction	or	enslavement	of	a	competing	group.	The	winning
group	is	then	free	to	enjoy	the	spoils	of	victory,	spreading	both	their	genes
and	their	religion.

The	most	functional	religions,	therefore,	are	ones	that	encourage	not	only
intragroup	cooperation	but	also	intergroup	dominance.	Consistent	with	this
idea,	one	study	conducted	by	psychologists	Jesse	Preston	and	Ryan	Ritter
found	that	although	priming	people	with	God-related	words	makes	them	nicer
to	out-group	members	(consistent	with	how	God	would	like	us	to	act),
priming	them	with	religion-related	words	leads	to	an	us-over-them
mentality.28	This	may	explain	why	the	most	religious	Americans	are	also	the
most	likely	to	advocate	for	violent	military	conflict,	except,	again,	if
explicitly	reminded	of	God’s	desire	for	us	to	behave	compassionately.29



Although	atheists	often	bemoan	religion-induced	aggression,	consider	the
point	of	view	of	the	religion	itself.	Imagine	that	you	are	a	god	with	your	own
religion	and	you	are	competing	for	believers	with	lots	of	other	gods,	each
with	their	own	religions.	In	other	words,	you	are	a	religious	entrepreneur.
How	should	you	design	your	religion	and	brand	yourself	to	earn	maximum
market	capitalization?*

First,	you	want	to	encourage	your	members	to	have	a	lot	of	children,
because	they	are	easily	indoctrinated	and	typically	adopt	the	views	of	their
parents.30	Second,	you	want	to	encourage	missionaries	to	spread	your	Word
across	the	land	and	reach	new	markets.	A	religion	with	no	children	and	no
missionaries	would	die	as	soon	as	its	current	believers	die.

Third,	you	would	want	to	have	reasonably	unique	views—a	distinct	brand
—to	ensure	that	your	religion	stands	out	from	others.	Research	in	marketing
finds	that	brand	distinctiveness	is	a	key	to	luring	customers	and	outcompeting
competitors,	and	religion	is	no	different.31	Fourth,	you	would	want	to
discourage	dissent	or	free	thinking,	since	free	thinking	could	lead	people	to
believe	in	gods	other	than	you.	Fifth	and	finally,	you	would	want	to	destroy
any	other	competing	religions,	whether	through	marketing	campaigns,
lawsuits,	or	outright	violence.

Regardless	of	their	ultimate	truth,	religions	that	have	many	or	all	of	these
features	tend	to	outcompete	rival	religions.	Consider	the	world’s	most	popular
religion:	Christianity.	Both	Catholicism	and	Evangelical	Protestantism
encourage	kids	and	missionaries,	the	reliance	on	authority—whether	through
the	pope	or	the	unchanging	Bible—and	the	occasional	use	of	violence	against
threats.	These	principles	can	also	explain	why	Mormonism	is	one	of	the
fastest-growing	religions	in	the	United	States,	with	an	increase	of	45.5	percent
from	2000	to	2010.32

Mormonism	encourages	many	children,	formalizes	missionary	work	by
sending	young	men	abroad	to	spread	the	Word,	and	also	takes	a	large	annual
tithe	(10	percent	of	income)	to	help	build	the	church’s	influence	and	support
group	projects.	Although	Christian,	Mormons	also	have	unique	views,
believing	that	Jesus	came	to	the	New	World	after	his	crucifixion	and	that	the
angel	Moroni	revealed	a	set	of	golden	tablets	to	Joseph	Smith	in	upstate	New
York.33	Mormons	have	also	used	violence	to	protect	their	views,	such	as	in
the	Mountain	Meadows	massacre,	which	left	dead	a	hundred	men,	women,
and	children.34



The	spreading	power	of	Mormonism	makes	sense	if	you	consider	the
environment	of	intense	religious	competition	in	which	it	was	formed.	During
the	years	1790–1840,	America	was	in	the	midst	of	what	scholars	now	call	the
Second	Great	Awakening.35	The	number	of	religious	movements	in	the	young
country	exploded,	as	did	the	number	of	new	converts.	Mormonism	was
engaged	in	intense	competition	with	other	new	faiths,	including	those	of	the
Baptists,	Shakers,	Adventists,	and	Presbyterians,	and	it	survived	only	because
it	was	well	structured	to	survive	in	the	religious	marketplace.

One	general	rule	for	helping	supernatural	ideas	stick	is	“minimal
counterintuitiveness,”	when	religious	concepts	are	surprising	but	not	too
surprising.	Consider	two	different	hypothetical	supernatural	agents.	The	first
is	a	seemingly	normal	man	named	Kitus,	who	can	make	himself	invisible,
hear	any	conversation	on	Earth,	and	be	killed	only	by	making	him	eat	a	plant
grown	deep	in	the	Amazon	rain	forest.	The	second	is	a	life-form	named
R443TTS	that	frequently	looks	like	a	thick	paste	but	can	also	transform	into	a
feathered	hat.	It	speaks	only	in	clicks	and	whistles,	eats	only	nickels	from
1979,	and	visits	other	universes	every	other	Tuesday	in	months	that	end	with	-
er.

Which	one	would	you	guess	has	more	cognitive	staying	power?	If	you
said	the	first,	you	are	right	(and	might	consider	calling	yourself	“prophet”).
People	tend	to	believe	in	agents	that	are	mostly	normal—Kitus	is	just	a	person
with	a	couple	of	special	characteristics,	whereas	R443TTS	is	abnormal	in
every	respect.	Minimally	counterintuitive	agents	are	those	that	fit	squarely
into	our	category	of	“agent”	(or	person)	but	are	just	a	bit	different,	which
makes	them	emotionally	evocative.	A	similar	process	was	at	work	in	chapter
3	on	machines	with	the	uncanny	valley,	where	robots	that	looked	almost
human	were	the	most	attention	grabbing.

Minimal	counterintuitiveness	can	help	explain	why	more	people	are
Christians	than	are	Scientologists:	Jesus	was	a	reasonably	normal	guy	who
died	for	your	sins,	whereas	Xenu	was	an	alien	dictator	who	came	to	Earth
(aka	“Teegeeack”)	75	million	years	ago	and	used	hydrogen	bombs	to
obliterate	millions	of	his	people	near	active	volcanoes.

Religions	may	have	qualities	that	help	them	spread	from	mind	to	mind,
but	they	must	also	help	their	believers	in	return.	One	important	benefit	of
believing	in	a	powerful	supernatural	agent	is	that	belief	furnishes	people	with
a	sense	of	control	in	an	otherwise	random	world.	As	we	saw	in	chapter	3	on
machines,	uncertainty	makes	people	see	mind	because	minds	are	relatively
easy	to	understand.	Consider	the	question	of	why	earthquakes	happen.	One



reason,	provided	by	geophysicists,	stems	from	the	instability	of	subduction
zones,	in	which	one	tectonic	plate	dives	under	another	and	releases	a
tremendous	amount	of	energy.	While	technically	true,	a	better	explanation	for
earthquakes—psychologically	speaking—is	that	they	are	expressions	of
God’s	anger.	This	explanation	also	affords	a	sense	of	control,	as	earthquakes
can	be	avoided	as	long	as	God	stays	happy.

The	need	for	control	and	the	belief	in	God	may	help	explain	why	the
wealthy	are	the	least	religious.	Of	Americans	making	under	$10,000	a	year,
83.8	percent	report	some	belief	in	God,	with	64.7	percent	being	strong
believers.	In	contrast,	only	68.7	percent	of	Americans	making	over	$150,000
report	some	belief	in	God,	with	only	40.2	percent	being	strong	believers.36
The	wealthy	feel	control	and	agency	in	their	day-to-day	lives	and	so	have
little	need	for	divine	order.	In	contrast,	those	struggling	with	poverty	face	a
number	of	challenges	in	their	day-to-day	lives,	and	the	comfort	of	a	caring
creator	may	serve	to	create	order	in	an	otherwise	chaotic	world.37

Even	children	look	to	the	supernatural	when	they	are	uncertain.	In	an
amazing	study	psychologists	Jesse	Bering	and	Becky	Parker	had	children
aged	three	to	nine	play	a	forced-choice	game	in	which	they	were	told	to	select
between	two	boxes.	In	this	design	one	box	was	the	correct	choice,	and	the
other	was	the	wrong	choice,	but	this	fifty-fifty	chance	of	success	was	boosted
by	some	supernatural	help.	Half	the	children	were	told	that	they	were	going	to
be	aided	by	Princess	Alice,	an	invisible	princess	who	would	be	“telling	them,
somehow,	when	they	chose	the	wrong	box.”	The	other	children	did	not
receive	this	notice.

As	the	children	reached	to	select	a	box,	a	sudden,	spooky	event	would
occur,	like	a	light	switching	on	and	off	or	a	picture	falling	off	a	wall	and
clattering	to	the	ground.	Researchers	then	recorded	whether	or	not	the
children	switched	the	box	they	had	selected—a	sign	that	they	had	heard
Princess	Alice’s	message	and	were	acting	accordingly.	They	found	that	many
kids	changed	their	selection,	making	the	connection	between	the	unexpected
event	and	Princess	Alice.38	This	study	suggests	that	our	attention	to	the
agency	of	supernatural	entities	emerges	relatively	early	in	life	and	is	likely	a
prerequisite	to	acquiring	full-fledged	religious	belief.



Figure	46:	Supernatural	Communication
A	child	receives	Princess	Alice’s	message	and	changes	his	choice.

Supernatural	agents	not	only	give	you	confidence	about	picking	boxes,
jobs,	and	spouses	but	also	provide	meaning	to	the	world	more	generally.
Consider	this	deep	and	eternal	question:	what	is	the	purpose	of	a	can	opener?
It’s	not	a	trick	question.	Can	openers	are	for	opening	cans.	Consider	a	similar
question:	what	is	the	purpose	of	a	rock?	This	question	has	no	clear	answer.
You	might	answer	“nothing”	or	“whatever	you	use	it	for.”	The	purpose	of	a
rock	might	be	to	hold	open	a	door,	to	make	a	splash	in	a	river,	to	bring	down
Goliath,	or,	in	a	pinch,	to	open	a	can.

The	difference	between	can	openers	and	rocks	is	that,	unlike	a	rock,
someone	made	a	can	opener,	and	they	had	a	specific	goal	in	mind	when	they



did	so.*	Rocks	aren’t	made	to	do	something;	they	just	are.	Of	course,	that’s
what	most	adults	think,	but	kids	are	a	different	story.	In	one	study	led	by
developmental	psychologist	Deborah	Kelemen,	seven-year-old	kids	and
adults	were	asked	why	one	particular	rock	was	pointy.	Adults	mentioned
erosion	or	chance,	but	kids	mentioned	a	purpose.	One	suggested	that	it	was
pointy	so	that	animals	could	scratch	themselves	on	it,	and	another	suggested
that	the	point	was	designed	to	prevent	animals	from	sitting	on	it.	Just	as	we
are	natural-born	mind	perceivers,	it	appears	that	we	are	natural-born	purpose
perceivers39—and	these	may	be	the	same	thing.

People	may	not	often	think	about	the	purpose	of	rocks,	but	they	often
think	about	the	deeper	meaning	of	their	lives.	People	want	to	know	what	they
are	meant—or	designed—to	do.	Being	designed	to	do	something	requires	a
designer,	a	mind	that	has	a	plan	about	your	life.	This	mind	is	typically	held	to
be	God.	In	his	book	The	Purpose	Driven	Life	Christian	pastor	Rick	Warren
provides	five	purposes	to	the	big	question	“What	on	Earth	am	I	here	for?”	all
of	which	involve	serving	God.

The	mind	of	God	is	seen	as	designing	not	only	individual	lives	but	also
recently	creating	the	Earth.	Although	the	idea	is	considered	absurd	in
scientific	circles,	46	percent	of	Americans	endorse	creationism,	believing	that
the	Earth	was	created	only	a	few	thousand	years	ago,	basically	as	is.40	This
account	has	difficulty	explaining	the	fossil	record	and	the	relatively	high
levels	of	argon	in	rocks	of	the	Canadian	shield*	but	does	seem	much	more
intuitive	than	how	the	Earth	actually	formed.	For	many	creationists,	the
sticking	point	with	an	old-Earth	theory	appears	to	be	evolution,	which
suggests	that	not	only	sharks,	cacti,	and	butterflies	evolved	but	also	humans.
As	one	nineteenth-century	antievolution	tract	wrote,

If	a	man	prefers	to	look	for	his	kindred	in	the	zoological	gardens,
it	is	no	concern	of	mine;	if	he	wants	to	believe	that	the	founder	of	his
family	was	an	ape,	a	gorilla,	a	mud-turtle,	or	a	moner,	he	may	do	so;
but	when	he	insists	that	I	shall	trace	my	lineage	in	that	direction,	I	say
No	Sir!	.	.	.	I	prefer	that	my	genealogical	table	shall	end	as	it	now
does,	with	“Cainan,	which	was	the	son	of	Seth,	which	was	the	son	of
Adam,	which	was	the	son	of	God.”41

There	are	many	reasons	that	people	oppose	the	idea	of	human	evolution,
and	our	lab	has	explored	one	that	has	to	do	with	mind	perception.	Recall	from
chapter	8	on	the	dead	the	idea	of	“conservation	of	mind,”	in	which	people
found	it	difficult	to	imagine	a	mind	being	created	or	destroyed.	Conservation
of	mind	means	that	it	is	difficult	to	imagine	the	powerful	human	mind



coalescing	out	of	a	set	of	intrinsically	mindless	processes.	The	mutation	and
recombination	of	genes	is	a	process	with	no	more	mind	than	a	rainstorm,	and
yet	science	suggests	that	it	is	responsible	for	our	entire	mind,	both	our	agency
and	our	experience.	To	explore	people’s	resistance	to	the	idea	of	mind
evolving,	we	and	Chelsea	Schein	ran	a	pilot	study	in	which	people	rated	the
likelihood	that	various	physical	and	mental	human	traits	evolved.

As	predicted,	people	were	happy	to	describe	physical	processes	(e.g.,
having	an	immune	system)	as	the	result	of	evolution,	but	they	were	far	less
comfortable	with	ascribing	mental	processes	to	evolution—especially	love.	If
you	believe	in	God,	however,	there	is	no	amazing	creation	of	mind	ex	nihilo,
as	He	can	merely	pass	on	a	small	piece	of	His	own	mind	to	others,	like
lighting	a	torch	from	an	eternal	central	flame.	This	belief	is	reenacted
symbolically	in	Catholic	baptism,	when	infant	children	are	presented	with	a
candle	lit	from	the	flame	of	the	Paschal	candle,	representing	the	light	of
Christ	now	burning	in	the	newly	baptized	child.

As	important	as	God	is	in	the	beginning	of	life,	He	is	even	more
important	at	the	end	of	life.	God’s	plan	is	often	invoked	when	car	accidents
kill	people	in	their	prime,	when	children	are	diagnosed	with	terminal	cancer,
and	when	natural	disasters	destroy	entire	villages	of	families.	Why	does	God
hold	such	an	important	role	in	situations	of	suffering?	As	we	discussed	earlier,
people	dislike	randomness	and	lack	of	purpose,	and	believing	in	God	can	give
a	sense	of	control.	However,	there	is	another	powerful	reason	why	times	of
intense	suffering	lead	people	to	see	God:	dyadic	completion.

As	we	have	seen	many	times	throughout	this	book,	our	cognitive	template
of	good	and	evil	includes	two	minds,	a	moral	agent	and	a	moral	patient.	This
template	leads	people	to	infer	the	presence	of	victims	when	they	observe	an
isolated	moral	agent,	such	as	when	those	who	see	homosexuality	as	immoral
point	to	the	irreparable	damage	it	causes	to	children	(patientic	dyadic
completion).	This	dyadic	template	also	leads	people	to	infer	the	presence	of
agents	when	they	observe	an	isolated	moral	patient,	such	as	when
environmental	destruction	by	corporations	is	seen	as	intentional.	This	agentic
dyadic	completion	happens	all	the	time.	When	children	become	obese	through
so	many	Big	Macs,	parents	search	for	an	intentional	agent	to	blame	(not
themselves,	of	course)	and	sue	McDonald’s.	Yet	there	is	often	suffering	so
grand	that	even	McDonald’s	can’t	take	the	blame.	When	there	is	massive
suffering	in	the	world,	people	don’t	just	ask,	“Why?”	Instead	they	drop	to
their	knees,	look	skyward,	and	shout	“Why,	God!?”



Anecdotal	evidence	for	God’s	role	in	suffering	comes	after	every	major
natural	disaster.	After	the	2004	tsunami	that	killed	more	than	280,000	in
Thailand,	Sri	Lanka,	Indonesia,	and	India,	Saudi	cleric	Muhammad	Al-
Munajjid	said	it	was	vengeance	for	the	sinful	lifestyle	of	tourists	at	coastal
resorts,	“who	used	to	sprawl	all	over	the	beaches	and	in	pubs	overflowing
with	wine.”42	After	Hurricane	Katrina,	New	Orleans	mayor	Ray	Nagin	also
invoked	God’s	wrath,	and	Pat	Robertson	suggested	that	New	Orleans	was
being	punished	for	America’s	abortion	policy.43

Going	beyond	these	anecdotes,	we	wanted	to	test	dyadic	completion	on	a
national	scale,	so	we	examined	whether	suffering	across	the	United	States
predicted	religious	belief.	We	obtained	the	average	level	of	religious	belief	in
each	state	by	using	the	percentage	of	people	who	reported	that	“they	strongly
believe	in	God”	in	a	recent	public	opinion	survey.	Next	we	obtained	the
average	level	of	suffering	in	each	state	by	mathematically	reversing	the	score
given	to	each	state	by	the	United	Health	Foundation.44	This	“suffering	score”
reflects	the	prevalence	of	negative	health	outcomes	in	a	state,	such	as	obesity,
diabetes,	and	infectious	disease.	Correlating	suffering	with	religious	belief
yields	a	value	of	0.69,	which	is	extremely	high	for	something	as	idiosyncratic
as	religious	belief.	This	link	is	even	higher	if	you	take	out	the	two	outlier
states—Utah	and	Nevada.	Utah	is	where	people	are	generally	happy	and
religious	(i.e.,	Mormons),	and	Nevada	is	where	people	are	generally
miserable	and	have	forsaken	God	(i.e.,	gamblers	and	other	sinners).



Figure	47:	Scatterplot	of	U.S.	States—Mean	Belief	in	God	by	Suffering
Index.
K.	GRAY	AND	D.	M.	WEGNER,	“BLAMING	GOD	FOR	OUR	PAIN:	HUMAN	SUFFERING	AND
THE	DIVINE	MIND,”	PERSONALITY	AND	SOCIAL	PSYCHOLOGY	REVIEW	14	(2010):	7–16.

We	replicated	the	link	between	perceived	suffering	and	religious	belief	in
another	study	in	which	people	read	fictional	scenarios	about	the	Millers,	a
family	who	decide	to	hike	down	to	a	canyon	floor	for	a	weekend	picnic.	In
the	story	the	Millers	are	eating	their	lunch	when	the	water	level	of	the	canyon
rises	suddenly	and	they	all	either	die	(in	one	version)	or	escape	to	the	parking
lot	to	finish	their	soggy	sandwiches	(in	another	version).	We	also	manipulated
whether	there	was	a	clear	human	agent	behind	the	flood,	saying	either	it	was
caused	by	a	malevolent	damn	worker	upstream	of	the	canyon	(in	one	version)
or	for	some	unknown	reason	(in	another	version).	We	then	asked	how	much
the	events	of	the	story	were	part	of	“God’s	plan.”	Just	as	we	predicted,	people
saw	God’s	handiwork	only	in	one	specific	situation—when	the	cause	of	the
flood	was	unknown	and	the	Millers	all	died.	When	the	family	died,	people
needed	to	find	an	agent	to	blame	for	their	suffering	but	looked	to	God	only



when	there	wasn’t	an	easy	human	agent	to	blame.	In	other	words,	people	saw
God	in	the	“moral	gaps”	when	blame	was	otherwise	unaccounted.

People	often	see	God	in	goodness	as	well,	such	as	when	they	narrowly
miss	being	in	a	car	accident,	when	their	team	wins	the	Super	Bowl,	when	they
find	a	prime	parking	spot	during	Christmas	shopping	season,	or	when,	in
2010,	thirty-three	trapped	Chilean	miners	were	rescued	after	spending	sixty-
nine	days	buried	far	underground.	However,	hundreds	of	studies	find	that
negative	information	has	much	more	psychological	power	than	positive
information.45	You	may	thank	God	briefly	at	Thanksgiving	dinner,	but	after
being	diagnosed	with	cancer,	you	may	think	about	Him	and	His	plan	almost
every	day.	Of	course,	God	is	not	the	only	powerful	agent	that	we	blame	for
suffering,	and	studies	reveal	that	we	often	look	to	the	government	or—as	we
saw	in	chapter	7	on	groups—conspiracy	theories	to	make	sense	of	misery.46

Although	there	are	many	agents	in	the	mind	club,	God	is	unparalleled	in
His	level	of	agency.	His	power,	knowledge,	and	preoccupation	with	morality
make	Him	the	ultimate	moral	agent.	As	predicted	by	moral	typecasting—the
separation	between	moral	agents	and	moral	patients—His	extreme	moral
agency	makes	Him	seem	invulnerable	to	suffering.	God	is	seen	as	capable	of
doing,	acting,	planning,	and	thinking	but	not	feeling	many	of	the	bodily
sensations	and	emotions	that	characterize	humans.	God	does	not	get
embarrassed	or	afraid	or	hungry,	and	it	would	be	gauche	to	think	of	him
needing	to	go	to	the	bathroom.	He	is	a	thinking	doer	and	not	a	vulnerable
feeler.

God’s	all-agency	mind	may	remind	you	of	the	corporations	we	explored
in	chapter	7	on	groups,	and	this	parallel	is	even	stronger	when	you	consider
Google.	The	mind	survey	indicated	that	God	and	Google	occupied	the	same
place	on	the	mind	map,	and	there	is	already	an	official	“Church	of	Google,”*
which	sees	the	awesome	power	of	Google	as	(at	least	somewhat)	divine.	The
church	offers	commandments,	which,	like	the	real	commandments,	offer	both
general	moral	principles	such	as	“Thou	shalt	not	plagiarise	or	take	undue
credit	for	other’s	work”	and	Google-specific	guidelines	such	as	“Thou	shalt
have	no	other	Search	Engine	before	me,	neither	Yahoo	nor	Lycos,	AltaVista
nor	Metacrawler.	Thou	shalt	worship	only	me,	and	come	to	Google	only	for
answers.”	It	also	lists	a	number	of	Google	prayers,	such	as	this	adaptation	of
Proverbs	3:5–6	by	one	congregant:

Trust	in	the	GOOGLE	with	all	your	heart

and	lean	not	on	your	own	understanding;



in	all	your	ways	acknowledge	Her,

and	She	will	direct	your	paths.47

If	you	believe	in	the	real	God,	you	may	scoff	at	these	“prayers”	to
Google,	but	the	breadth	of	knowledge	housed	within	the	mind	of	Google	is	all
but	incomprehensible,	just	like	the	mind	of	God.

Despite	being	incomprehensible,	God’s	mind	is,	conveniently,	very
humanlike.	God	supposedly	created	us	in	His	image,	but	how	are	we	to	know
that	we	aren’t	just	creating	Him	in	our	image?	In	one	classic	study	that	tested
mind	perception	and	God,	participants	read	a	story	about	God	doing	various
tasks,	such	as	helping	people.	This	story	was	constructed	to	be	consistent	with
what	is	called	a	“theologically	correct	view	of	God,”	such	that	God	could
have	been	in	two	places	at	once	(omnipresence)	or	could	have	heard	a
conversation	over	very	loud	noises	(omniscience).	Although	participants
shared	this	theologically	correct	view,	explicitly	ascribing	to	Him	all	the
appropriate	“omnis,”	a	different	pattern	emerged	when	they	informally
recalled	the	stories.	Participants	spoke	of	God	as	having	to	stop	one	thing
before	starting	another	(violating	omnipresence)	and	of	not	being	able	to	see
something	when	it	was	behind	a	barrier	(violating	omniscience).	In	other
words,	they	saw	God	as	an	especially	powerful	person	and	not	an
incomprehensible	deity.48

This	contradiction	between	the	human	(anthro)	and	divine	(omni)
elements	of	God—particularly	in	Jesus—has	long	been	a	point	of	contention
in	Christianity.	How	can	something	be	both	a	mortal	man	and	an	immortal
God?	The	whole	point	of	being	godly	is	to	transcend	humanity,	whereas	the
whole	point	of	being	human	is	to	have	flaws	and	limitations.	Some	early
Christians	found	this	“omni-anthro	paradox”	too	hard	to	take,	but	this	duality
may	in	fact	have	helped	Christianity	to	spread	around	the	world,	as	it	may	be
just	counterintuitive	enough	to	stick	in	people’s	minds.	Something	fully
godlike	or	fully	human	may	be	easily	forgotten,	but	something	that	is	both
may	capture	attention	in	a	powerful	way.

An	anthropomorphic	God	not	only	sticks	in	our	thoughts	but	is	simply
easier	to	think	of	as	someone	like	us.	Western	religious	images	portray	Jesus
as	a	white	European,	despite	the	fact	that	a	Middle	Eastern	Jew	would	look
quite	different.	In	Africa	Jesus	can	appear	as	a	black	man;	in	South	America,
as	a	Hispanic	man.	Even	more	than	the	physical	image	of	God,	we	project	our
individual	beliefs	onto	Him.	Ever	wonder	why	people	who	condemn
homosexuality	also	believe	that	“God	hates	fags,”49	whereas	those	who	think
homosexuality	is	merely	a	matter	of	attraction	also	believe	that	God	loves	us



all?50	God	seems	to	share	our	exact	moral	belief,	even	when	it	contradicts
someone	else’s	God-endorsed	moral	belief.

The	root	of	this	phenomenon	is	known	as	“the	false	consensus	effect.”	In
almost	everything	we	overestimate	the	percentage	of	others	who	share	our
beliefs.51	How	many	people	like	Taylor	Swift	or	foie	gras	or	light	bondage	in
the	bedroom?	Studies	suggest	that	we	answer	this	question	by	first	anchoring
on	whether	we	like	these	things,	then	adjusting	slightly—but	always
insufficiently.	As	we	discussed	earlier,	in	chapter	4	on	patients,	we	use
simulation	to	understand	the	minds	of	others,	and	God’s	mind	is	no	different.
In	fact,	this	bias	is	even	stronger	when	estimating	the	beliefs	of	God,	as	a
study	led	by	Nick	Epley	found.52

Epley	had	participants	estimate	the	opinions	of	the	general	public	and,
predictably,	participants	believed	that	their	own	beliefs	were	more	common
than	they	actually	were.	If	a	participant	supported	the	legalization	of
marijuana,	they	overestimated	the	percentage	of	the	public	that	supported
legalization.	Participants	were	then	asked	to	estimate	God’s	beliefs.	As	it
turned	out,	participants	who	thought	marijuana	should	be	legalized	also
believed	that	the	creator	was	overwhelmingly	in	favor	of	lighting	up	a	doobie.
Why?	Perhaps	because	we	know	that	although	others	may	be	stupid	and	not
share	our	love	of	Taylor	Swift,	God	is	infallible,	so	of	course	He	agrees	with
us.

People	see	God	not	only	as	an	all-access	agent	who	passes	moral
judgment	and	accounts	for	suffering	but	also	as	a	trusted	confidant.	Even
when	your	friends	don’t	want	to	hear	about	your	problems,	your	spouse
pretends	to	be	sleeping,	and	the	family	dog	plays	dead,	God	is	there	to	listen
to	you.	One	evangelical	church	called	Vineyard	encourages	its	members	to
have	a	very	personal	relationship	with	God.	As	explored	by	anthropologist	T.
M.	Luhrmann	in	her	book	When	God	Talks	Back,	congregants	are	encouraged
to	schedule	time	to	speak	with	Jesus.

Because	God	talks	to	people	through	their	thoughts,	such	conversations
blur	the	line	between	their	own	minds	and	God’s,	and	it	takes	practice	to
recognize	which	of	their	thoughts	have	divine	provenance.	This	discernment
between	mundane	and	divine	thoughts	also	appears	to	require	social
consensus,	as	congregants	frequently	relay	a	number	of	potentially	godly
thoughts	to	other	members,	who	then	identify	which	ones	seem	reasonably
divine.	For	example,	thoughts	that	are	self-centered	(e.g.,	God	says	to	buy	a
new	stereo)	are	often	seen	as	coming	from	the	self,	whereas	thoughts	of



compassion	(e.g.,	God	says	to	volunteer	at	the	soup	kitchen)	are	collectively
acknowledged	as	godly.

Once	people	are	able	to	discern	their	divinely	inspired	thoughts,	they	are
encouraged	to	have	even	more	regular	conversations	with	Him.	Vineyard
women	often	speak	of	setting	aside	a	night	to	have	a	“date”	with	Jesus,
sometimes	setting	their	dinner	table	for	two:	themselves	and	Him.	During
these	dates	people	are	encouraged	to	speak	to	God	as	if	he	were	actually
sitting	there,	directing	his	full	attention	and	limitless	love	to	them.	As	one
congregant	told	Luhrmann	about	the	Bible,	“It’s	a	love	story,	and	it’s	written
for	me.”	This	kind	of	relationship	would	seem	incredible	to	medieval
believers,	who	saw	God	as	a	cold,	inscrutable,	and	distant	judge,	and	likely
reflects	changing	norms	regarding	not	only	God	but	also	our	parents.

Centuries	ago,	parents	also	had	a	very	different	role	in	the	lives	of
children.	In	ancient	Rome	fathers	were	rulers	of	their	families	but	had	no
obligation	to	treat	their	spouses	and	offspring	kindly.	They	had	the	option	of
abandoning	any	child	at	birth	and	could	choose	to	sell	an	unwanted	son	or
daughter	into	slavery.	They	even	possessed	the	right	to	kill	their	children,	if
they	so	chose.53	Today	murdering	a	child	is	widely	frowned	upon,	and
modern	fathers	face	expectations	of	compassion,	caretaking,	and	guidance—
just	like	God.	Why	would	our	relationship	with	God	hew	so	closely	to	those
with	our	parents?

Freud	didn’t	get	a	lot	right,	but	he	was	right	about	some	of	our	early-
childhood	experiences	shaping	our	future	lives	when	it	comes	to	relationships.
For	example,	research	finds	that	many	people	expect	their	partners	to	be	like
their	parents.54	If	your	parents	were	cold	and	distant,	or	warm	and	responsive,
you	expect	your	romantic	partners	to	be	the	same	way.	Research	finds	that	the
same	pattern	applies	to	God,	such	that	people	respond	to	God	in	the	same	way
they	respond	to	their	parents.55	Those	with	secure	emotional	bonds	to	their
parents	have	a	similar	comfortable,	close	relationship	with	God.	In	contrast,
those	insecurely	attached	to	their	parents	worry	about	what	God	might	think
of	them	and	about	being	abandoned.56

If	you’ve	read	this	far,	you	should	understand	at	least	one	thing	by	now,
and	that	is	that	minds—including	God’s—are	a	matter	of	perception.	The
religious	may	see	the	will	of	God	on	a	daily	basis	while	the	atheist	sees
nothing	but	randomness.	But	what	about	those	who	experience	God	directly,
not	in	a	symbolic	way	but	via	an	intense,	personal	vision	of	God,	in	the	style
of	Moses,	Joseph	Smith,	or	Muhammad?	One	scientist,	Michael	Persinger,
believes	that	he	can	elicit	this	religious	experience	in	anyone,	even	the



staunchest	of	disbelievers.	Persinger	helped	develop	the	“God	helmet,”	a
device	that	uses	a	weak	electric	current	to	stimulate	a	small	area	of	the
temporal	lobe.

Participants	who	wear	this	special	helmet	are	placed	in	a	completely
darkened	room	with	zero	stimulation.	They	are	seated	comfortably	in	a	large
armchair	and	covered	with	a	blanket.	The	current	is	turned	on,	and	they	spend
the	next	hour	alone	in	complete	darkness—but	are	they	really	alone?
Participants	soon	report	strange	sensations,	such	as	spirits	in	the	room,	rising
out	of	their	bodies,	and	an	overwhelming	feeling	of	a	presence.	Sometimes
they	experience	God.	As	Persinger	points	out,	if	you	know	that	you’re	in	a
lab,	this	may	be	simply	a	fun	adventure	in	tricking	the	brain,	but	imagine	the
consequences	if	someone	were	to	have	the	same	experience	in	a	mosque,	in	a
synagogue,	in	a	church,	or	even	home	alone	at	night.57	Such	an	experience
could	be	a	life-changing	revelation	for	a	believer	or	even	cause	a	skeptic	to
rethink	his	views.

The	God	helmet	suggests	that	some	of	the	deepest	and	most
transformative	religious	experiences	could	stem	from	the	simple
overstimulation	of	neurons.	However,	many	scientifically	sophisticated
believers	suggest	that	it	cannot	be	any	other	way.	God—through	evolution—
gave	us	the	kind	of	brain	that	can	know	Him,	not	through	something	magical
but	through	the	same	neural	processes	by	which	we	know	other	truths	in	the
world,	such	as	the	love	of	our	children	and	the	freshness	of	the	air	after	a
thunderstorm.

Just	because	researchers	can	induce	religious	experiences,	they	assert,
doesn’t	mean	that	the	same	experiences	in	a	church	aren’t	real	connections	to
God.	As	an	analogy,	it	is	possible	to	open	up	your	car’s	dash	and	move	the
speedometer	with	your	finger,	so	that	it	looks	like	you	are	going	eighty	miles
per	hour	when	you	are	actually	parked.	However,	this	doesn’t	mean	that	the
speedometer	is	always	wrong—sometimes	when	it	reads	eighty	miles	per
hour,	you	are	whooshing	down	a	highway	with	nothing	but	the	open	sky
before	you.	And	sometimes	when	you	get	an	exhilarating	rush	of	the	divine,	it
could	also	be	an	accurate	readout	of	the	spiritual	world	moving	beneath	your
feet.

Nevertheless,	knowing	how	the	brain	constructs	religion	takes	at	least
some	of	the	mystery	out	of	things,	which	is	why	psychologists,	out	of	all
scientists,	are	the	least	likely	to	believe	in	God.	In	a	recent	study	it	was
revealed	that	50	percent	of	psychology	professors	are	staunch	atheists,	with
only	13	percent	affirming	a	strong	belief	in	God.58	Some	believe	that



psychology	is	out	of	its	depth	in	studying	these	religious	experiences,	or	even
that	these	questions	are	generally	off-limits	to	science.	The	biologist	Stephen
Jay	Gould	believed	that	science	and	religion	have	“non-overlapping
magisterias”—distinct	and	circumscribed	domains	of	knowledge.59	He
thought	that	science	could	explain	how	to	make	better	batteries,	how	black
holes	work,	and	how	to	cure	polio,	but	that	only	religion	could	explain
questions	like	morality	and	the	meaning	of	life.	But	as	we	have	seen	again
and	again,	psychology	can	explain	at	least	how	people	understand	these	deep
topics.	In	other	words,	psychology	suggests	that	the	domains	of	science	and
religion	are	actually	inextricably	intertwined.

Out	of	all	the	minds	we’ve	covered,	questions	about	God	are	possibly	the
most	divisive.	More	blood	has	been	spilled	about	the	nature	of	God’s	mind
than	any	other,	and	debates	about	whether	it	exists	at	all	have	polarized
national	discussions.	God’s	mind	is	ascribed	qualities	such	as	immortality,
omnipotence,	and	omniscience—but	is	also	seen	as	fundamentally	human—
making	it	a	very	interesting	case	study	in	mind	perception.	In	truth,	God	is
actually	only	the	second-most	interesting	of	all	minds.	The	most	interesting
mind	is	obvious;	nothing	is	more	interesting	to	people	than	themselves.	In	the
last	chapter	we	will	explore	the	mind	of	the	self.
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Chapter	10

THE	SELF
enneth	Parks	seems	to	be	an	unremarkable	man.	He	is	middle-aged,
lives	in	Toronto,	Canada,	and	once	ran	for	school	trustee,	attempting	to

help	shape	the	system	that	taught	five	of	his	children.	Unfortunately	for	Parks,
he	lost	the	trustee	election	because	of	an	event	that	happened	decades	ago.
When	he	was	twenty-three	and	living	with	his	new	wife	and	their	five-month-
old	daughter,	Parks	started	having	sleep	problems.	Of	course,	anyone	with	a
new	baby	has	difficulty	sleeping,	but	these	seemed	to	go	deeper,	stemming
perhaps	from	his	financial	troubles.	Parks	had	a	gambling	problem	that	had
cost	him	much	of	his	family	savings	and	even	his	job,	but	despite	these
difficulties	he	still	maintained	a	good	relationship	with	his	wife	and	his	in-
laws.	Indeed,	his	mother-in-law,	Barbara,	took	a	special	shine	to	her	son-in-
law,	calling	him	her	“gentle	giant.”	It	is	Parks’s	close	relationship	with
Barbara	that	makes	his	actions	on	the	night	of	May	23,	1987,	seem	so
unbelievable.

On	that	night	Parks	fell	asleep	in	front	of	the	TV	and,	while	still	asleep,
got	up	and	drove	the	two	dozen	kilometers	to	his	in-laws’	house.	Using	the
key	they	had	given	him,	he	entered	the	house	and	made	his	way	up	to	their
bedroom	while	they	slept.	He	was	holding	a	tire	iron.	Parks	first	walked	over
to	Barbara	and	bludgeoned	her	to	death	before	turning	his	attention	to	his
father-in-law,	Dennis,	whom	he	choked	and	left	for	dead.	Parks	then—still
asleep	and	now	covered	in	blood—drove	directly	to	the	nearest	police	station
and	confessed,	saying,	“I	think	I	just	killed	two	people.”

It	is	clear	that	Parks	physically	killed	his	mother-in-law	(Dennis
miraculously	survived),	but	was	he	guilty?	Guilt	in	the	eyes	of	the	law
requires	both	actus	reus	(guilty	action)	and	mens	rea	(guilty	mind),	and
although	his	body	bludgeoned	Barbara,	did	his	mind?	Parks	claims	that	the
answer	is	no,	maintaining	that	he	was	unaware	of	these	unlawful	acts	because
he	was	sleepwalking.	Your	likely	reaction	is	just	the	opposite:	“Yes!	He	is
guilty!”	How	could	someone	possibly	sleep	through	a	twenty-minute	drive
and	a	subsequent	murder?

The	police	thought	they	had	an	open-and-shut	case	of	financially
motivated	murder,	but	expert	witnesses	testified	otherwise.	After	measuring
Parks’s	sleeping	brain	activity	with	EEG,	five	sleep	specialists—all	of	whom
had	also	approached	the	case	with	extreme	skepticism—confirmed	Parks’s



account.	They	testified	that	Parks	could	indeed	have	been	asleep	through	the
entire	grisly	murder.	The	judge	agreed.	Parks	was	found	not	guilty	and
walked	out	of	the	courtroom	a	free	man,	on	the	condition	that	he	take	a
special	regime	of	sleep	medication.	Since	that	tragic	day	in	May,	Parks	has
never	so	much	as	raised	a	finger	against	anyone,	suggesting	that	his	murdered
mother-in-law	might	have	been	right—perhaps	Parks	really	was	a	“gentle
giant.”

The	story	of	Kenneth	Parks	probably	makes	you	uneasy.	It’s	possible	that
a	man	escaped	justice,	which	stymies	the	process	of	dyadic	completion—the
compulsion	to	blame	suffering	on	an	intentional	agent.	Also	unnerving	is	the
possibility	of	sleepwalking	murderers,	because	you	never	know	when	your
son-in-law	or	wife	or	neighbor	could	murder	you.	But	perhaps	most	unsettling
is	the	possibility	that	you	might	be	like	Parks.

What	would	happen	if	you	suddenly	woke	up	and	found	yourself	covered
in	a	loved	one’s	blood?	It	would	be	tragic	enough	to	lose	a	family	member,
never	mind	spending	your	life	in	prison	for	a	crime	for	which	you	had	neither
motivation	nor	memory.	You	might	think	that	this	could	never	happen	to	you,
but	don’t	be	too	smug,	as	there	are	many	who,	like	Parks,	do	heinous	deeds
while	asleep.1	Deep	down	in	your	unconscious,	you	too	could	be	a	murderer.
You	think	not?	But	how	well	do	you	know	your	own	mind?

Out	of	all	the	minds	in	the	world,	our	own	seems	special.	It’s	the	only
mind	that	unambiguously	belongs	in	the	mind	club.	We	are	certain	that	we
possess	both	agency	and	experience	because	we	experience	our	minds	from
the	inside.	Our	dualistic	friend	seventeenth-century	philosopher	René
Descartes	imagined	the	possibility	of	an	omnipotent	demon	bent	on	deceiving
him.	This	demon	could	give	him	visual,	auditory,	and	even	tactile
hallucinations	and	make	the	world	appear	very	different	from	how	it	was	in
reality.	In	the	grip	of	such	a	demon,	Descartes	wondered	what—if	anything—
he	could	know	about	the	world	with	certainty.2	After	much	thought,	he	finally
concluded	that	the	only	thing	that	was	unquestionably	true	was	that	he
existed,	because	he	was	thinking.	“Je	pense,	donc	je	suis,”	he	affirmed,	or,	in
English,	“I	think,	therefore	I	am.”*3	In	other	words,	the	only	thing	any	of	us
can	be	sure	about	is	our	own	minds.

Although	we	can	be	certain	of	the	existence	of	our	own	mind,	it	is	unclear
how	well	we	understand	it.	People	are	also	reasonably	certain	of	the	existence
of	the	sun,	but	it	was	only	relatively	recently	that	it	came	to	be	understood	to
be	a	giant	ball	of	hydrogen	powered	by	nuclear	fusion	millions	of	miles	away
through	the	void	of	space.	For	millennia	people	believed	the	sun	to	be	a



mystical	deity	(Ra	in	Egypt,	Helios	in	Greece,	and	Surya	in	Hinduism)	and
dedicated	an	entire	day	of	the	week	to	this	god:	Sunday.4	It	seems	incredible
that	something	so	familiar	and	important	could	be	misunderstood	for	so	long
—and	perhaps	it	is	the	same	with	our	minds.	Perhaps	your	understanding	of
your	thoughts	and	feelings	is	like	the	Egyptians’	understanding	of	the	sun.

You	may	bristle	at	this	analogy,	because	there	is	one	big	difference
between	the	sun	and	our	minds:	we	are	minds	and	not	suns.	If	we	all	were
(conscious)	suns,	we	would	presumably	know	about	the	importance	of
nuclear	fusion.	As	we	are	minds,	we	should	presumably	know	instead	about
our	minds’	inner	workings.	What’s	more,	our	own	minds	also	seem	relatively
easy	to	learn	about.	To	understand	nuclear	fusion,	you	need	things	like
telescopes	or	particle	accelerators,	but	to	understand	your	thoughts	and
feelings,	you	need	only	a	quiet	moment	and	the	capacity	for	introspection.
Like	centuries	of	philosophers,	you	can	simply	sit	in	an	armchair	and	observe
what	it’s	like	to	have	sensations,	beliefs,	and	desires.

The	sticking	point,	however,	is	whether	we	truly	have	the	capacity	for
introspection.	Part	of	the	inspiration	behind	the	science	of	psychology	is	the
realization	that	our	knowledge	of	the	world	may	be	biased,	and	this
knowledge	may	be	most	distorted	when	it	concerns	the	self.	As	proof,	simply
ask	ten	people	whether	they	are	above	average	in	driving	skill.	The	vast
majority	of	people	will	say	that	they	are	indeed	above	average	in	looks,5	and
also	in	driving	skill,6	intelligence,7	friendliness,	and	athletic	ability.8
Statistically	speaking,	this	is	impossible,	as	fully	half	the	people	in	the	world
are	below	average	in	any	ability.*	If	you	want	an	accurate	answer	about
someone’s	abilities,	that	person	is	actually	the	worst	person	to	ask.	Instead
you	should	ask	their	friends	or	acquaintances,	who	are	less	motivated	to
exaggerate.9

It	is	especially	difficult—or	even	impossible—to	perceive	how	your	mind
works.	As	an	example,	please	solve	this	math	equation:	5	×	8	=	?	If	you
answered	40,	congratulations—but	the	real	question	is	how	you	figured	it	out.
It	is	unlikely	that	you	got	five	apples	and	then	counted	them	eight	times	over.
Instead	you	likely	accessed	some	mathematical	machinery	that	churned
unconsciously	and	then	spit	out	an	answer	into	your	conscious	mind.	At	no
point	did	you	ever	observe	how	this	was	working.

For	an	even	simpler	example	of	the	inaccessibility	of	your	mental
mechanisms,	take	a	look	at	the	sky.	How	do	you	see	it	as	blue?	There	is	no
real	color	out	there	but	instead	a	specific	wavelength	of	light	that	our	cones,
retinas,	and	visual	cortex	tag	as	“blue.”	You	have	no	idea	how	that	happens



and	could	not	intervene	even	if	you	wanted	to.	You	cannot	by	force	of	will
make	the	sky	look	red.	And	while	we’re	talking	about	the	force	of	will—what
is	the	will,	really?	How	is	it	that	your	body	translates	thoughts	(e.g.,	“I	should
get	out	of	bed”)	to	actions	(e.g.,	getting	out	of	bed)?10	These	questions	are
enough	to	make	anyone	dizzy.

In	the	Temple	of	Apollo	at	Delphi,	the	ancient	Greeks	inscribed	the	motto
“γνω˜θι	σεαυτόν,”	telling	people,	“Know	thyself,”	perhaps	because	knowing
oneself	is	a	fundamental	step	to	understanding	others.	As	other	minds	are	a
matter	of	perception,	it	is	important	to	understand	the	person	doing	the
perceiving—you.	When	you	observe	the	world,	are	you	clear-eyed	and
farsighted,	or	is	the	world	bent	through	the	thick	prescription	lenses	of	self-
deception?

Instead	of	asking	about	the	agency	and	experience	of	other	minds,	this
chapter	investigates	how	we	know	our	own	agency	and	experience.	We	will
see	how	the	most	basic	assumptions	about	our	minds,	such	as	free	will	or	the
existence	of	the	self,	may	be	illusory.	We	have	been	judging	whether	other
cryptominds	belong	in	the	mind	club,	but	do	you	really	belong	with	all	the
other	minds?	Not	only	are	you	unaware	of	the	deepest	truths	about	yourself,
but	you	likely	can’t	even	explain	why	you	buy	some	consumer	goods	instead
of	others.	Take	panty	hose,	for	example.

In	1977	famed	psychologists	Richard	Nisbett	and	Tim	Wilson	presented
female	participants	with	four	pairs	of	panty	hose	and	asked	them	to	pick	the
one	they	liked	most.	After	carefully	evaluating	each	pair,	the	women	typically
chose	the	one	on	the	right,	and	when	asked	why,	they	would	often	reference
the	silkiness	or	smoothness	or	durability	of	that	specific	pair.	The	only	hitch
was	that	each	pair	was	identical,	with	the	exact	same	silkiness,	smoothness,
and	durability.	Why	did	they	choose	the	pair	on	the	right?	Likely	because
most	people	are	right-handed	and	it’s	convenient	to	reach	to	the	right.
Importantly,	when	they	were	asked	if	the	order	of	the	pantyhose	might	have
influenced	their	decision,	participants	insisted	that	such	a	small	detail	could
hardly	have	been	an	influence,	firmly	believing	in	their	fallacious	reasoning.11

This	lack	of	self-insight	can	sometimes	become	apparent	in	the	dating
lives	of	friends.	Among	a	string	of	boyfriends,	someone	might	explain	that
she	loved	number	one	because	he	was	handsome	and	well	dressed,	number
two	because	he	was	kind	and	had	warm	eyes,	and	number	three	because	he
was	extraverted	and	funny.	However,	if	you	ran	a	statistical	analysis,	you
might	find	that	the	majority	of	the	variance	is	accounted	for	by	income	(she
likes	rich	men).	If	you	told	her	this,	she	might	completely	disavow	your



utilitarian	account	and	argue	that	money	doesn’t	matter	to	her.	It	may	be	true
that	she	doesn’t	think	money	matters,	but	kisses	speak	louder	than	words.

Consider	online	dating,	where	people	search	for	that	quirky	special
someone	who	completes	them.	How	do	people	decide	whom	to	message?	Do
they	look	at	their	witty	profiles?	Their	astrological	signs?	Online	daters	may
convince	themselves	that	these	things	matter,	but	most	of	the	variance	is
accounted	for	by	whether	women	are	young,	attractive,	and	extroverted	and
whether	men	are	tall,	muscular,	and	wealthy.12	We	invent	the	other	reasons	to
feel	less	shallow.

A	compelling	demonstration	of	our	lack	of	self-insight	comes	from
Swedish	researchers	Lars	Hall	and	Petter	Johansson,	who	repeatedly
presented	participants	with	two	pictures,	each	of	a	different	woman.	In	each
trial	participants	would	select	the	woman	they	found	more	attractive,	and	then
were	asked	to	explain	their	choice:	Why	was	she	prettier?	Explanations	would
typically	include	“She’s	radiant”	or	“A	nice	shape	of	the	face”	or	“She	looks
very	hot!”	Nothing	remarkable	so	far,	but	in	one	key	trial,	the	experimenter
would	perform	a	small	sleight	of	hand	and	switch	the	pictures	after
participants	made	their	selection.

In	other	words,	in	one	trial,	participants	were	asked	to	explain	why	they
had	selected	the	person	they	hadn’t	selected.	For	example,	if	you	were
presented	with	Kate	Moss	and	Kate	Upton	(two	very	different	models)	and
selected	Upton,	the	experimenter	would	then	show	you	Moss	and	ask	why
you	chose	her	(even	though	you	didn’t).	Despite	the	fact	that	people	had
selected	the	other	model	just	seconds	ago,	more	than	70	percent	of	them
didn’t	notice	the	switch.	Even	more	striking,	people	were	more	than	happy	to
provide	reasons	for	why	they	preferred	the	face	that	they	didn’t	prefer,
commenting	again	on	facial	structure,	stunning	smiles,	and	twinkling	eyes.13



Figure	48:	Choice	Blindness
Participants	demonstrate	choice	blindness	when	they	describe	why	they	liked	the	face	they	didn’t
actually	prefer.

P.	JOHANSSON,	L.	HALL,	B.	TÄRNING,	S.	SIKSTRÖM,	AND	N.	CHATER,	“CHOICE
BLINDNESS	AND	PREFERENCE	CHANGE:	YOU	WILL	LIKE	THIS	PAPER	BETTER	IF	YOU
(BELIEVE	YOU)	CHOSE	TO	READ	IT,”	JOURNAL	OF	BEHAVIORAL	DECISION	MAKING	27
(2014):	281–89.

More	than	the	panty	hose	study,	this	study	on	“choice	blindness”	seriously
undermines	the	accuracy	of	self-knowledge.	With	the	panty	hose,	people
could	have	actually	thought	that	the	pair	on	the	right	was	silkier	and	chosen	it
because	of	this	perception.	This	would	suggest	that	people	are	wrong	about
some	unimportant	perceptions	about	the	world	(e.g.,	silkiness)	but	not	about
themselves.	On	the	other	hand,	the	picture	study	suggests	that	people	are
wrong	about	themselves	because	they	don’t	even	realize	their	own	(extremely
recent)	choices.

You	could	argue	that	judgments	of	attractiveness	are	special,	but	Hall	and
Johansson	have	also	replicated	this	study	with	taste.	In	a	supermarket	they
approached	shoppers	for	a	taste	test	between	two	jams	and	asked	them	to
indicate	their	preference.	Participants	easily	chose	a	preference	between	the
two,	such	as	cinnamon-apple	over	grapefruit,	and	the	experimenter	would
record	their	preference.	Participants	were	then	asked	to	taste	their	favorite	jam
again	and	describe	why	they	liked	it.	As	in	the	picture	study,	the
experimenters	swapped	the	jams,	so	the	fan	of	cinnamon-apple	tasted
grapefruit	instead.	Even	with	a	dramatic	difference	in	flavor	profiles,	fewer
than	30	percent	of	participants	detected	the	switch;	the	rest	happily	told	the
researchers	about	their	love	of	citrus-flavored	sweets.



Rather	than	giving	true	explanations	for	their	behavior	or	choices,	it
seems	that	people	simply	provide	after-the-fact	justifications,	just	as	you
might	when	watching	someone	else’s	behavior.	Neuroscientist	Michael
Gazzaniga	has	suggested	that	our	conscious	self	is	just	an	“interpreter”	that
spins	plausible	stories	for	our	behavior	after	the	fact.14	Many	times	these
stories	are	right.	The	reason	we	ordered	the	chocolate	cake	instead	of	the	fruit
flan	is	because	we	love	chocolate.	But	that’s	not	a	special	reason	that	only
you	can	know.	A	stranger	can	infer	the	exact	same	reason	when	observing
your	behavior,	suggesting	that	we	may	know	little	more	about	ourselves	than
an	educated	outsider.	This	logic	turns	mind	perception	on	its	head.	We’ve
always	discussed	how	other	minds	are	ultimately	inaccessible	and	a	matter	of
perception,	but	our	own	minds	may	be	almost	as	inaccessible	and	perceived.

What	is	most	striking	about	our	lack	of	self-insight	is	not	necessarily	that
we	make	up	explanations	but	our	total	confidence	in	their	correctness.	We
seldom	pause	to	consider	that	we	might	be	mistaken	about	our	reasons	for
acting—or	anything	else.	Instead	we	consistently	try	to	confirm	what	(we
think)	we	already	know,	a	tendency	called	the	confirmation	bias.	More
technically,	the	confirmation	bias	is	the	systematic	distortion	in	the	search,
interpretation,	and	recall	of	information	in	order	to	support	preexisting
theories15—and	there	are	zillions	of	examples.16	You	are	falling	prey	to
confirmation	bias	when	you	selectively	recount	the	driving	accidents	of	Asian
Americans	(theory:	Asian	people	are	bad	drivers)17	or	selectively	seek	out
stories	of	violence	perpetrated	by	African	Americans	(theory:	black	people
are	violent)18	or	selectively	find	anecdotes	in	which	handguns	shoot	burglars
rather	than	schoolchildren	(theory:	handguns	save	lives).19

We	can	do	a	remarkably	effective	example	of	the	confirmation	bias	right
here,	between	us.	Take	this	sequence	of	three	numbers:	2,	4,	8.	Your	job	is	to
come	up	with	the	rule	that	governs	the	number	progression.	Your	first	guess	is
likely	that	we	multiply	the	previous	number	by	two	(i.e.,	xn	=	2	×	xn-1),
making	the	next	number	16.	Nope.	Perhaps	the	trick	is	to	add	an	extra	2	in
each	step,	giving	us	the	next	number	of	14	(i.e.,	2	+	2	=	4	+	4	=	8,	8	+	6	=	14).
Nope.	Or	maybe	there	is	some	mysterious	link	to	the	Fibonacci	sequence?
Nope.	The	rule	is	simple:	each	number	has	to	be	bigger	than	the	last	one.

You	might	now	complain	that	all	your	other	suggestions	also	fit	this
pattern,	but	these	other	suggestions	were	too	specific	and	missed	the	broader
point.	Theories	like	xn	=	2	×	xn-1	are	the	equivalent	of	saying	that	only	Asian
people	are	bad	drivers	when	in	fact	everyone	is	a	bad	driver.	The	reason	that
people	almost	always	miss	this	rule	is	that	they	ask	questions	trying	to



confirm	their	hypotheses	rather	than	disconfirm	them.	People	always	ask,	“Is
the	next	number	16?”	and	never	ask,	“Is	the	next	number	–100?”

The	confirmation	bias	both	consistently	leads	us	astray	and	imbues	us
with	confidence,	undermining	the	process	of	discovery.	This	is	why	scientists
typically	try	to	disconfirm	their	hypotheses,	or	at	least	the	hypotheses	of	their
rivals.	This	can	lead	them	to	be	quite	skeptical	of	the	established	wisdom	of
anything,	whether	it	involves	the	flatness	of	the	Earth	(actually	round!),	the
unimportance	of	sanitation	with	respect	to	disease	(cholera	is	actually	caused
by	poop!),	or	the	firmness	of	matter	(actually	mostly	empty	space!).	Social
psychology	really	began	as	a	skeptical	reaction	to	intuitive	accounts	of	human
behavior,	with	the	most	classic	example	being	a	study	first	reported	in	1963
by	Stanley	Milgram.

In	the	aftermath	of	the	World	War	II,	people	all	over	the	world	grappled
with	how	average	Germans	could	have	been	complicit—or	worse—in	the
wholesale	slaughter	of	innocent	Jews.	The	prevailing	theory	at	the	time	was
that	Germans	were	an	especially	tractable	people,	but	Milgram	had	other
ideas.	He	believed	that	even	God-fearing	Americans	could	be	persuaded	to
kill	others	through	only	polite	insistence,	and	he	designed	a	paradigm	to	test
this	hypothesis.	In	this	famous	paradigm	participants	were	asked	to	teach
another	person	a	list	of	words	and—in	order	to	help	them	learn—to	shock	the
“learner”	for	every	mistake.	On	each	trial	the	shock	level	increased;	Milgram
wanted	to	know	how	many	everyday	Americans	would	continue	with	the
experiment	all	the	way	to	the	end,	administering	the	maximum—and
ostensibly	lethal—voltage	of	450	volts.

Most	experts	believed	that	only	1	percent	to	4	percent	of	people	would	go
all	the	way	(i.e.,	a	few	sadists),	but	as	you	may	already	know,	65	percent	of
people	obeyed	to	the	deadly	end.	Of	course,	participants	weren’t	happy	about
it.	Writes	Milgram,	“At	one	point,	[the	participant]	pushed	his	fist	into	his
forehead	and	muttered:	‘Oh	God,	let’s	stop	it.’	And	yet	he	continued	to
respond	to	every	word	of	the	experiment	and	obeyed	to	the	end.”20	Neither
participants	nor	observers	had	imagined	the	scale	of	this	obedience	to
authority.	This	study	powerfully	demonstrates	that	we	too	can	do	terrible
things:	the	path	of	least	resistance	sinks	us	imperceptibly	into	moral	turpitude.

Of	course,	people	typically	chafe	at	this	“social	psychological”
explanation,	believing	that	there	is	one	fundamental,	metaphysical	truth	that
does	give	us	ultimate	choice	over	our	moral	actions—the	existence	of	free
will.	Perhaps	because	of	the	Christian	roots	of	Western	society,	we	feel	that
there	is	a	human	faculty	that	allows	True	Choice—unfettered	by	situations



and	others—that	can	justify	an	eternity	in	heaven	or	hell.	Our	entire	legal
system	is	predicated	on	the	idea	that	we	are	the	ultimate	deciders	of	our	own
actions.	How	can	we	sentence	someone	to	death	if	they	did	not	ultimately
deserve	it?	How	can	we	keep	someone	in	the	soul-crushing	isolation	of
solitary	confinement	if	they	didn’t	freely	choose	their	acts?

This	sense	of	ultimate	free	will	accords	not	only	with	the	legal	system	but
also	with	our	experiences.	We	feel	like	we	choose	our	college,	our	spouse,
and	our	jobs,	and	we	feel	like	we	freely	select	which	fridge,	car,	and
toothbrush	to	buy.	Even	more	fundamentally,	we	seem	to	choose	to	move	our
hands	and	feet,	turn	our	heads,	stretch	our	backs,	and	move	our	mouths	to
talk.	This	basic	kind	of	free	will	may	seem	obviously	true,	but	scientists	doubt
its	existence,	thanks	to	the	work	of	Benjamin	Libet.

Libet’s	study	was	simple	from	the	perspective	of	participants,	who
watched	a	quickly	rotating	clock	(imagine	a	second	hand	moving	at	triple
speed)	and	lifted	their	finger	whenever	they	got	the	conscious	urge.	While
participants	flexed	their	free	will	with	this	simple	motor	movement,	they	also
mentally	noted	the	position	of	the	clock.	Importantly,	this	wasn’t	the	time	at
which	the	participants	actually	moved	their	finger	but	instead	the	time	that
they	chose	to	move.	We’ll	call	this	time	“W”	for	“will.”

Libet	also	collected	EEG	data	from	electrodes	on	each	participant’s	scalp,
particularly	from	the	supplementary	motor	cortex,	a	small	strip	of	brain	near
the	crown	of	the	head.	This	brain	region	is	integral	to	movement.	It	begins	the
process	of	movement	(by	releasing	electrical	energy),	which	triggers	other
brain	regions	(the	motor	cortex),	which	in	turn	triggers	the	nerves	that	cause
the	actual	muscle	movement.	We’ll	label	the	activation	of	the	supplementary
motor	cortex	time	“B”	for	“brain.”	Finally,	Libet	measured	the	time	at	which
the	finger	moved—“M”	for	“movement.”

We	now	have	three	times	that	we	are	concerned	about:	W,	the	time	of
will;	B,	the	time	of	brain	activation;	and	M,	the	time	of	movement.	Through
the	hundreds	of	trials	Libet	could	accurately	determine	the	order	of	these
events	and,	by	doing	so,	test	the	concept	of	free	will.	Integral	to	the	study	is	a
single	undisputable	logical	fact:	causes	must	come	before	events.	If	there	is
free	will,	then	time	W	(the	conscious	decision	to	move)	must	come	before
time	B	(when	the	brain	starts	preparing	to	move	your	finger).

Unfortunately	for	ultimate	human	freedom,	W	most	definitely	follows	B:
the	conscious	decision	to	move	comes	350	milliseconds	after	the
supplementary	motor	area	starts	firing.	In	plain	language,	Libet	revealed	that
you	decide	to	move	your	finger	only	after	your	brain	has	already	started



moving	it.21	As	brain	activation	precedes	your	decision	to	move,	it’s	not
really	a	decision	at	all.	Instead,	it’s	like	“choosing”	to	go	skydiving	after
someone	has	already	thrown	you	out	of	a	plane.	In	the	plainest	language
possible,	Libet	revealed	that	free	will	is	an	illusion.

Figure	49:	Two	Possibilities	for	the	Timing	0f	Movement
Free	will	suggests	that	conscious	choice	precedes	brain	activation,	but	it	instead	follows	it.

When	this	information	is	revealed,	people	have	the	experience	of	falling
through	darkness,	grasping	for	any	possible	free-will	handhold.	Maybe	the
equipment	was	faulty?	No,	people	have	replicated	this	study	many	times	with
different	equipment.	Maybe	there	was	a	lag	time	before	people	noticed	the
stopwatch?	No,	the	experimenters	calculated	and	compensated	for	potential
lag	for	each	individual	participant.	Maybe	supplementary	motor	cortex
activity	was	actually	the	brain	activity	of	free	will?	But	this	suggests	that	it	is
your	brain	that	has	free	will,	and	it	just	tells	your	conscious	self	afterward.
When	Libet’s	article	was	first	published	in	1985,	the	journal	invited
commentaries	from	twenty-six	scientists,	who	mostly	tried	to	debunk	the



study.	Unfortunately,	none	of	their	criticisms	stuck	and	even	thirty	years	later
we	are	left	with	the	sobering	finding:	free	will	is	a	feeling	we	get	only	after
our	unconscious	brain	has	already	decided	our	movements.

In	another	demonstration	of	the	illusory	nature	of	free	will,	researchers
used	a	procedure	called	transcranial	magnetic	stimulation	(TMS),	which
involves	placing	giant	doughnut-shaped	electromagnets	next	to	participants’
heads	and	then	pulsing	them	on	and	off.	Because	magnetism	interacts	with
electricity,	and	neurons	run	on	electricity,	these	pulses	can	activate	different
brain	regions.	Researchers	told	participants	to	move	either	their	left	or	their
right	hand	while	activating	the	participants’	motor	cortex.	Importantly,	the
choice	of	which	hand	to	move	was	entirely	up	to	the	participants—but	they
nevertheless	“freely	chose”	the	hand	corresponding	to	the	nature	of	the	TMS
stimulation.	Pulsing	a	clockwise	current	through	the	magnets	made
participants	choose	to	move	their	right	hand,	and	pulsing	a	counterclockwise
current	made	participants	choose	to	move	their	left	hand.22	Strikingly,	despite
being	marionettes	of	the	magnet-wielding	researchers,	these	participants	still
felt	completely	free	when	selecting	which	hand	to	move.

These	two	studies	converge	on	the	idea	that	every	movement	and	decision
you	make	arises	not	from	some	independent	source	of	free	will	but	from	the
roiling,	preconscious	electrical	activity	of	the	brain.	This	does	not	sit	well
with	many	people,	including	Benjamin	Libet.	Realizing	the	soul-destroying
conclusions	of	his	original	study,	he	redirected	his	career	to	disprove	himself
and	save	ultimate	human	freedom.	After	a	number	of	studies,	Libet	believed
that	he	had	succeeded,	having	discovered	that	although	we	lack	free	will,	we
have	free	won’t.	He	claimed	that	the	small	amount	of	time	(one	hundred	to
two	hundred	milliseconds)	between	the	initial	activation	of	the	supplementary
motor	cortex	(time	B)	and	the	actual	movement	(time	M)	was	enough	for	the
conscious	mind	to	intervene	and	arrest	the	movement.	Essentially,	he	argued
for	a	conscious	executive	veto	power.	Unfortunately,	studies	show	that	free
won’t	is	also	preceded	by	unconscious	neural	activity.23	It	is	your	brain—not
conscious	“you”—that	decides	to	move	your	finger,	and	it	is	your	brain—not
conscious	“you”—that	also	decides	to	stop	moving	your	finger.

These	results	caused	much	hand-wringing	among	scientists,	theologians,
and	legal	scholars,	but	one	philosopher	was	unfazed.	In	a	book	titled	Elbow
Room:	The	Varieties	of	Free	Will	Worth	Wanting,	Daniel	Dennett	argues	that
the	conclusions	aren’t	so	dire.24	He	asks	us	to	imagine	what	kind	of	free	will
we	really	want.	Do	we	want	a	free	will	that	is	totally	unconnected	to	any
previous	behaviors	or	events	in	the	world,	like	a	completely	random	quantum



coin	flip?	Unlikely.	Instead,	we	all	want	a	free	will	that	makes	the	best	kind	of
decisions	for	us,	given	our	desires,	intentions,	and	past	experiences.	It
generally	seems	that	we	have	this	kind	of	free	will,	even	if	it	does	come	from
unconscious	brain	processes:	we	choose	cars,	spouses,	and	jobs	we	generally
like,	and	that’s	better	than	choosing	at	random	just	to	exert	some	metaphysical
independence.

Unfortunately,	this	kind	of	free	will,	while	being	functional	for	everyday
life,	may	not	be	strong	enough	to	support	ultimate	moral	responsibility—the
idea	that	people	freely	choose	to	do	good	and	evil	and	therefore	deserve	harsh
punishments	for	crimes	(including	death).	Neuroscientists—who	see	firsthand
how	brains	cause	behavior—suggest	that	there	is	no	such	thing	as	just
deserts.25	There	are	good	reasons	to	punish	others	for	wrongdoing,	such	as
deterrence	(making	bad	deeds	costly)26	and	separation	(keeping	the	bad
people	out	of	society),27	but	slaking	our	thirst	for	retribution	is	not	one	of
them.	The	lack	of	free	will	suggests	that	heaven	and	hell	are	populated	not	by
sinful	souls	but	by	people	whose	souls	happened	to	have	bad	brains.

Although	it	may	undermine	justifications	for	executions	and	cruel	and
unusual	forms	of	punishment,	it	is	not	clear	that	we	should	broadcast	the	fact
that	humans	lack	“ultimate”	free	will.	Imagine	what	might	happen	if	you
splashed	the	headline	YOU	ARE	NOT	RESPONSIBLE	FOR	YOUR	ACTIONS	across	the
New	York	Times.	A	study	by	psychologists	Jonathan	Schooler	and	Kathleen
Vohs	suggests	that	such	a	headline	would	likely	cause	an	immediate	crime
spree	and	license	people	to	succumb	to	their	basest	desires.	In	their	study
participants	read	an	essay	either	affirming	or	denying	free	will;	those	who
read	arguments	against	free	will	were	more	likely	to	cheat	on	a	math	test	and
to	claim	a	larger	sum	of	money	than	they	deserved.28	Free	will	may	be	an
illusion,	but	it’s	a	useful	one,	because	it	makes	people—or	at	least	their	brains
—feel	more	accountable	and	act	more	prosocially.

These	findings	raise	a	quandary	for	psychologists,	who	typically	go	into
science	for	two	broad	reasons:	(1)	revealing	the	truth	about	human	experience
and	(2)	improving	the	human	condition.	In	the	case	of	free	will,	these	aims
are	in	direct	contradiction,	because	revealing	the	truth	leads	to	hopelessness
and	immorality.	This	dilemma	is	reminiscent	of	a	scene	from	the	movie	The
Matrix	in	which	the	protagonist	is	presented	with	a	choice	between	two	pills:
a	red	pill	revealing	the	cold,	ugly	truth	of	the	world	and	a	blue	pill	allowing
the	blissful	ignorance	of	a	beautiful	illusion.	Psychologists—and	now	you—
are	also	faced	with	this	choice.	Do	you	tell	your	coworkers	that	they	lack
ultimate	responsibility	and	risk	having	them	eat	your	lunch	from	the	fridge,	or



do	you	let	them	keep	their	erroneous	belief	that	they	are	the	ultimate	authors
of	every	decision?

Not	only	is	ultimate	self-control	an	illusion,	but	everyday	self-control—a
facet	of	agency—also	seems	illusive.	People	want	to	believe	that	they	can
resist	temptation,	but	high	rates	of	obesity,	alcoholism,	and	infidelity	suggest
otherwise.	People	chronically	overestimate	their	discipline	in	staying	on	task
and	chronically	underestimate	(typically	by	half)	how	long	they	will	take	to
finish	work.29	If	people	underestimate	their	likelihood	of	shocking	another
person	to	death,	perhaps	it	isn’t	surprising	that	they	also	underestimate	the
duration	(and	budgets)	of	projects	and	how	much	chocolate	they’ll	eat.

Of	course,	simply	learning	that	we	are	bad	at	self-control	doesn’t	provide
a	clear	way	of	improving	it.	Psychology	is	often	relatively	better	at	pointing
out	problems	than	at	solving	them	and	can	sometimes	seem	like	a	reverse
Midas	touch,	draining	the	color	from	everything.	The	magic	of	love?	The
mystery	of	God?	The	experience	of	free	will?	All	tricks	of	the	brain.
However,	self-control	is	one	domain	where	psychology	actually	does	offer
some	pretty	good	tips	on	how	to	increase	agency.	The	general	tip	is	to	never
rely	on	self-control.

This	answer	may	seem	evasive,	but	it	is	consistent	with	the	social-
psychological	concept	that	people	are	typically	at	the	mercy	of	their
environment,	which	influences	them	via	cues	they	seldom	detect.	The	best
way	to	exert	self-control	is	to	never	put	yourself	in	situations	where	you	have
to	exert	it,	and	instead	to	focus	on	structuring	your	environment	such	that
succumbing	to	temptation	is	impossible.	For	example,	the	best	way	to	avoid
eating	fatty	snacks	at	home	is	to	never	purchase	them	at	the	grocery	store.	No
matter	how	strong	your	midnight	cravings	at	home,	you	simply	cannot	yield.
At	the	very	least,	you	would	have	to	expend	extensive	energy	to	drive	to	the
all-night	convenience	store,	during	which	time	your	cravings	could	subside.

This	is	the	principle	behind	computer	programs	such	as	StayFocused,
which	lock	you	out	of	Facebook	and	Reddit	so	you	can	get	writing	done.
These	programs	work	mainly	in	two	ways.	The	first	is	to	calculate—and	draw
your	attention	to—your	time	off	task,	because	frittering	away	minutes	on
Tumblr	is	less	likely	when	you	are	faced	with	how	those	minutes	add	up	to
hours.	The	second	way	is	to	provide	strict	limits	on	how	long	you	can	access
those	sites,	by	locking	you	out	once	you	hit	your	self-imposed	quota.

These	gimmicks	are	called	“commitment	devices”	because	they	force
your	commitment	to	self-control.	The	drug	Antabuse	is	a	commitment	device
for	alcoholism.	Normally	your	body	breaks	down	alcohol	into	acetaldehyde,



which	is	then	quickly	converted	into	acetic	acid.	A	hangover	is	essentially	the
effects	of	acetaldehyde	in	your	system,	and	Antabuse	works	by	blocking	the
conversation	of	acetaldehyde	into	harmless	acetic	acid.	In	other	words,	it
loads	your	system	up	on	acetaldehyde,	giving	you	the	world’s	worst
hangover,	starting	only	five	to	ten	minutes	after	your	first	drink.	A	less
extreme	commitment	device	is	simply	asking	another	person	to	help	you	exert
self-control,	for	instance	by	taking	your	keys	and	not	giving	them	back	if	you
are	drunk.

Commitment	devices	are	used	to	great	effect	in	books	and	movies.	In
Fight	Club	the	protagonist	tells	other	members	to	castrate	him	if	he	ever
disobeys	the	leader	of	the	Fight	Club.	In	Stephen	King’s	“Quitters,	Inc.”	a
man’s	desire	to	quit	smoking	leads	him	to	the	eponymous	company,	which
claims	a	98	percent	success	rate.30	The	method	is	simple:	the	company	spies
on	you	around	the	clock,	and	if	you	sneak	a	cigarette,	they	abduct	a	family
member	and	torture	him	or	her.	Even	the	2	percent	who	fail	the	program	also
never	smoke	again,	because	after	the	tenth	mistake,	the	company	executes
you.

Beyond	preemptive	drugs,	enforcer	friends,	or	familial	torture	there	is	one
especially	powerful	method	to	increase	self-control:	implementation
intentions.	They	are	surprisingly	simple	and	effective.	In	the	first	test	of	their
power,	NYU	psychologist	Peter	Gollwitzer	recruited	participants	and
assigned	them	to	write	and	then	mail	an	essay	over	Christmas	break—a	pretty
onerous	task	for	college	students.	Half	the	participants	were	simply	reminded
to	make	sure	they	wrote	it,	whereas	the	other	half	were	asked	to	make	a	plan
for	when	and	where	they	were	going	to	write	it,	such	as	“After	opening	gifts,	I
will	go	up	to	my	desk,	turn	on	my	computer,	and	write	the	essay.”	Gollwitzer
found	that	the	simple	act	of	picking	a	time	and	place	in	advance	increased	the
rate	of	essay	completion	from	32	percent	to	71	percent.31	That’s	a	huge	effect,
especially	given	how	minimal	the	intervention.

More	generally,	implementation	intentions	take	the	form	of	“if/when	X,
then	Y.”	For	the	Christmas	essay	the	X	is	“after	opening	gifts”	and	the	Y	“go
upstairs	and	turn	on	the	computer.”	For	weight	loss	the	implementation
intention	might	be	“When	I	get	hungry,	I	will	open	the	fridge	and	take	out
vegetables,	not	cake.”	For	quitting	smoking	it	might	be	“When	I	crave	a
cigarette,	I	will	unwrap	a	piece	of	Nicorette	and	then	do	ten	push-ups.”	For
quitting	drinking	it	might	be	“If	friends	call	inviting	me	out	to	the	bar,	I	will
suggest	that	we	go	to	a	movie.”	Implementation	intentions	have	been	found	to



work	in	all	these	domains32	and	others,	including	performing	breast	exams
and	reducing	feelings	of	anxiety.33

You	may	believe	that	implementation	intentions	are	too	simplistic	to
work,	and	you	wouldn’t	be	alone.	When	he	first	heard	of	the	Christmas	essay
study,	our	University	of	North	Carolina	colleague	Paschal	Sheeran	was
incredulous	and	reran	the	study,	expecting	to	find	nothing.	Instead	he
replicated	the	effect	and	became	an	instant	convert,	and	he	now	uses
implementation	intentions	to	increase	patients’	adherence	to	cancer-fighting
regimens.	In	one	study	Sheeran	increased	attendance	at	cervical	cancer
screenings	from	69	percent	to	92	percent	with	simple	implementation
intentions.34

The	reason	implementation	intentions	work	so	well	is	because	they	export
self-control,	but	this	time	to	the	unconscious	self.	As	the	Libet	study	revealed
(and	Freud	long	emphasized),	our	conscious	self	often	plays	second	fiddle	to
our	unconscious	self,	and	implementation	intentions	create	a	simple	program
for	your	unconscious	mind	to	control	itself.	By	treating	the	self	more	like	a
robot	than	a	person—if	X,	then	Y,	beep—implementation	intentions	allow	you
to	achieve	your	goal	without	ever	having	to	wrestle	with	the	demons	of
temptation.	Not	all	demons	are	so	easily	banished,	however,	and	there	is	one
domain	of	self-control	where	not	even	implementation	intentions	hold	much
sway:	the	control	of	thoughts.

At	this	point	in	the	chapter,	we	would	like	you	to	do	a	simple	task:	do	not
think	of	a	white	bear.

Seriously.	Put	the	book	down,	and	for	a	few	seconds	try	not	to	think	of	a
white	bear.

People	can	frequently	do	this	task	for	a	small	amount	of	time,	but	then	the
white	bear	starts	slipping	back	into	consciousness.	In	fact,	the	more	you	try
not	to	think	of	it,	the	more	frequently	and	ferociously	it	appears.	This	inability
to	banish	thoughts	from	our	minds	was	addressed	by	a	young	Dostoyevsky,
who	wrote,	“Try	not	to	think	of	a	polar	bear,	and	you	will	see	that	the	cursed
thing	will	come	to	mind	every	minute.”35	A	century	later,	one	of	us	(Dan)
rediscovered	this	phenomenon	and	charted	the	surprising	territory	of	thought
suppression,	documenting	how	the	mind	struggles	to	control	itself.

In	Dan’s	classic	study,	he	followed	Dostoyevsky	and	simply	instructed
people	not	to	think	of	a	white	bear.	After	five	minutes	of	“thought
suppression,”	he	told	them	they	could	think	of	whatever	they	wanted.	During
the	entire	study,	participants	recorded	how	many	times	a	white	bear	came	to



mind,	and	the	data	revealed	an	intriguing	pattern.	People	could	initially
somewhat	suppress	their	thoughts,	but	after	they	were	freed	from	mental
control,	thoughts	of	white	bears	powerfully	rebounded;	white	bears	were	all
they	could	think	about.	Incredibly,	after	suppression	people	thought	about	the
forbidden	thought	even	more	than	those	who	were	never	asked	to	suppress.
This	illustrates	the	ironic	effects	of	mental	control:36	attempting	to	control	the
mind	led	it	instead	to	become	more	unruly.	Trying	to	stop	the	mind	from
thinking	about	something	is	like	trying	to	stop	a	three-year-old	from	playing
with	a	shiny	new	toy.	When	you	tell	it	not	to	do	something,	it	wants	to	do	that
thing	even	more.

These	ironic	processes	can	lead	to	a	variety	of	striking	effects,	most	of
them	involving	doing	exactly	the	wrong	thing	at	the	wrong	time.	Studies	find
that	ironic	mental	processes	cause	golfers	to	miss	putts	the	harder	they	try	to
make	them,37	cause	people	to	dream	more	about	people	they	try	not	to	think
about,38	and	make	the	heartbroken	talk	more	about	their	exes.39	These	ironic
effects	also	help	explain	the	terrible	persistence	of	obsessions,	whether	in
everyday	life	or	in	extreme	cases	like	obsessive-compulsive	disorder.
Consider	people	who	are	obsessed	with	cleanliness.	The	harder	they	try	not	to
think	about	the	germs	swirling	around	them,	the	filth	colonizing	doorknobs
and	other	people’s	hands,	the	more	vivid	these	concerns	become	and	the	more
powerful	their	need	to	disinfect.

Although	people	suppress	thoughts	relatively	often,	we	even	more
frequently	strive	for	the	opposite—concentration—trying	to	hold	thoughts	in
consciousness	and	stay	focused	on	work,	lovemaking,	or	our	child’s
Christmas	pageant.	Just	as	we	are	poor	at	suppression,	we	are	poor	at
concentration.	If	you’ve	ever	read	entire	pages	of	a	book	only	to	realize
minutes	later	that	you	have	no	idea	what	you’ve	been	reading,	you	know	what
we’re	talking	about.

In	fact,	as	you’ve	read	this	very	chapter,	there	were	likely	times	when
your	eyes	were	mechanically	reading	while	your	mind	drifted	away	to
something	else,	such	as	weekend	plans	or	the	uncomfortable	burbling	in	your
stomach.	Although	this	mind	wandering	is	a	common	human	experience,	it	is
relatively	difficult	to	study	because	your	conscious	self	is	often	not	aware	of	it
—otherwise	it	would	stop	wandering	and	refocus.	This	is	what	makes	it	so
psychologically	interesting	from	a	self-knowledge	perspective:	you	can
ponder	(distracting)	thoughts	without	knowing	that	you’re	thinking	them.

Every	challenge	has	a	solution,	however,	and	psychologists	Jonathan
Schooler	and	Jonathan	Smallwood	found	a	way	to	study	mind	wandering	in



the	lab.	In	their	study	people	read	War	and	Peace	(typically	regarded	as	a
very	boring	book)	and	were	told	to	press	a	button	every	time	they	caught
themselves	zoning	out.	Occasionally	a	prompt	would	also	pop	up	and	ask
them	if	they	were	paying	attention.	As	it	turns	out,	participants’	minds	were
wandering	13.2	percent	of	the	time	that	the	prompt	popped	up.	Considering
that	they	received	this	pop-up	prompt	only	six	times	during	the	study,	it’s
altogether	likely	that	the	correct	percentage	was	actually	significantly
higher.40

Not	only	does	mind	wandering	undermine	reading	comprehension	and
productivity,	but	it	also	makes	us	unhappy.	In	a	large-scale	study	led	by
Matthew	Killingsworth,	thousands	of	participants	downloaded	an	iPhone	app
called	Track	Your	Happiness,	which	probed	people	randomly	throughout	the
day,	asking	them	to	report	what	they	were	currently	doing,	what	they	were
currently	thinking	of,	and	their	level	of	happiness.	Unsurprisingly,	the
researchers	found	a	relationship	between	the	activities	people	were	doing	and
their	happiness:	people	were	happier	when	hanging	out	with	friends	or	having
sex	than	they	were	when	taking	care	of	their	children	or	commuting.

More	striking	was	the	high	correlation	between	mind	wandering	and
unhappiness.	People	who	had	their	mind	in	the	“here	and	now,”	who	were
thinking	about	their	current	activity,	were	happier	than	those	who	were	letting
their	attention	wander,	even	if	that	“here	and	now”	activity	was	unpleasant.
This	suggests	that	you	shouldn’t	distract	yourself	while	doing	menial	tasks
but	instead	focus	your	attention	upon	them,	perhaps	observing	how	the	suds
fluff	off	dinner	plates	while	doing	the	dishes	or	marveling	at	the	strength	of
the	smell	as	you	change	your	daughter’s	diaper.41

The	state	of	being	when	the	mind	is	fully	engaged	with	a	task	has	been
called	“flow”	by	psychologist	Mihaly	Csikszentmihalyi*	and	is	typically
experienced	when	the	demands	of	a	task	are	perfectly	matched	by	your
capacities.42	If	you	have	ever	felt	the	minutes	slip	away	while	driving
winding	mountain	roads	or	cooking	elaborate	meals	or	painting	a	fresh
canvas,	you	have	experienced	flow.	Flow	is	the	one	time	that	our	restless
minds	are	quiet,	when	the	self	disappears	and	you	stop	worrying	about	your
work	or	your	weight	and	focus	only	on	the	present.	This	kind	of	state	sounds
blissful—and	it	is—and	so	it	seems	the	path	to	happiness	involves	making	the
self	disappear.	But	this	presumes	that	we	even	know	how	to	define	the	“self,”
that	elusive	quality	that	makes	you	“you.”

One	answer	to	this	question	can	be	arrived	at	by	asking	people	around
you.	If	you	asked	your	best	friend	what	makes	you	special,	he	or	she	might



point	to	your	limitless	generosity	or	your	macabre	sense	of	humor	or	your
incredible	self-restraint.	It	seems	that	there	could	be	as	many	essences	of	the
self	as	there	are	people,	each	with	unique	interests	and	personality,	but
researchers	Nina	Strohminger	and	Shaun	Nichols	thought	there	might	be
something	that	is	most	essential.	In	a	series	of	studies	they	asked	people	to
envision	a	scenario	in	which	a	man	named	Jim	receives	a	brain	transplant.
There	were	a	number	of	variations	on	the	story:	the	surgery	might	have	gone
perfectly	well,	or	perhaps	Jim	lost	his	ability	to	recognize	objects,	or	perhaps
he	lost	his	memory	or	his	motivation.

The	more	abilities	Jim	lost,	the	more	distressing	these	scenarios	were	to
participants	and	the	more	they	judged	that	Jim	was	someone	different.	But
there	was	one	version	of	the	story	in	which	Jim	was	judged	as	most	changed,
and	that	was	when	he	lost	his	sense	of	morality.	Without	the	ability	to	know
right	from	wrong,	participants	judged	that	Jim	was	truly	transformed	into
someone	else.	Someone	could	forget	everything	and	could	lose	the	ability	to
walk	and	talk,	but	if	they	still	had	their	same	kind	(or	cruel)	heart,	they	would
be	perceived	to	be	fundamentally	the	same	person.43

From	the	perspective	of	others,	the	self	seems	fundamentally	bound	to
morality,	but	is	the	same	true	of	your	own	perspective?	Philosophers	have
long	sought	the	essence	of	the	self	from	the	inside,	asking	how	you	know	that
you	are	the	same	“you”	this	morning	that	you	were	last	night.	How	do	you
know	that	you’re	not	a	completely	different	person	from	day	to	day	or	from
year	to	year?	This	question	is	not	as	crazy	as	it	seems,	as	you	likely	have	very
little	in	common	with	seven-year-old	you,	and	yet	you	cannot	help	feeling
that	there	is	a	thread	connecting	you	to	him	or	her.	Some	candidates	for
qualities	that	anchor	our	identity	are	our	looks	(snub-nosed,	bushy	eyebrows),
our	personalities	(quick	to	anger	or	to	laugh),	our	preferences	(an	insatiable
sweet	tooth),	and	our	interests	(hang	gliding	or	gardening),	each	of	which
likely	persist	over	time.	One	philosopher,	Derek	Parfit,	suggested	an	even
better	definition	of	the	self.

Parfit	is	a	philosopher	who	was	trained	and	now	teaches	at	Oxford	and
lives	a	monastic	existence.	Most	of	Parfit’s	time	is	spent	alone	in	thought,	and
each	day	he	dons	the	same	outfit:	a	white	shirt	and	black	trousers.
Interestingly,	Parfit	has	a	complete	inability	to	create	mental	images,	so	he
cannot	picture	his	house	or	his	wife	unless	they	are	right	in	front	of	him.	It	is
perhaps	this	difficulty	that	makes	Parfit	so	uniquely	gifted	at	thinking	in	the
abstract	and	that	is	the	reason	he	thinks	the	central	facet	of	identity	is
memory.44



According	to	Parfit,	you	know	that	you	are	the	same	person	from	day	to
day	because	your	memories	remain	constant	and	connect	to	one	another	in	an
orderly	chain.	Even	though	you	are	far	older	now,	you	still	remember	your
first	waterslide,	your	first	kiss,	your	first	heartbreak,	and	your	first	car
accident.	Even	as	you	accrue	more	memories,	these	earlier	memories	stick
around,	connecting	your	future	self	to	your	past	self.

To	emphasize	the	importance	of	memory,	Parfit	poses	a	number	of
thought	experiments,	many	of	which	involve	clones.	For	example,	imagine	a
teleportation	device	that	could	transport	you	anywhere	in	the	universe
instantaneously.	This	device	works	by	scanning	all	the	matter	of	your	body
(and	mind),	destroying	it,	and	then	replicating	it	from	the	stored	data	in
another	location.	Would	this	process	be	worth	an	instant	trip	to	Paris?	Would
it	even	be	you	in	Paris?	Parfit	argues	that,	yes,	it’s	you	in	Paris,	because	that
person/body/mind	maintains	psychological	continuity	through	the	same	chain
of	memories.45

The	centrality	of	memory	in	defining	the	self	can	make	it	tenuous,
because	any	memories	can	potentially	be	forgotten.	When	people	suffer	from
Alzheimer’s,	they	slowly	lose	all	their	memories—and	therefore	themselves.
As	journalist	David	Shenk	once	wrote,	“The	fear	of	Alzheimer’s	is	the	fear	of
losing	your	identity	while	your	healthy	body	walks	on	into	oblivion.	It	is	the
fear	of	becoming	a	ghost.”46

Beyond	being	lost,	psychology	suggests	that	memories	can	also	be
altered,	with	resulting	fundamental	changes	to	the	self.	In	contrast	to	popular
accounts	of	memories	as	indelible	carvings	in	the	stone	tablets	of	our	mind,
they	are	more	like	theater	productions—rough	reenactments	based	on	a	loose
script	that	changes	over	time.	How	many	times	have	you	recounted	a	memory
over	dinner	only	to	have	friends	and	family	(or	photos)	show	that	you	were
mistaken?

A	sense	of	self	based	upon	something	as	fragile	as	memory	seems
troubling,	but	to	Derek	Parfit	it	is	liberating.	If	the	self	is	merely	a	chain	of
memories,	then	it	should	be	relatively	easy	to	dissolve	these	links	and	melt
away	the	distance	between	ourselves	and	others.	Expressing	the	exhilaration
he	felt	from	this	insight,	he	writes,	“My	life	seemed	like	a	glass	tunnel,
through	which	I	was	moving	faster	every	year,	and	at	the	end	of	which	there
was	darkness.	When	I	changed	my	view,	the	walls	of	my	glass	tunnel
disappeared.	I	now	live	in	the	open	air.”47

To	Parfit	the	self	is	simply	a	matter	of	perception.	Just	as	we	perceive	the
minds	of	others	based	upon	their	words	and	deeds,	so	too	do	we	perceive	our



own	minds	based	upon	memories.	This	means	that	there	is	nothing	special
about	ourselves	compared	with	others:	each	of	us	is	simply	a	collection	of
memories,	and	having	one	set	of	memories	(your	own)	doesn’t	make	you	any
better	or	worse	than	someone	else	with	different	memories.	Indeed,	if	you	had
someone	else’s	memories	and	they	had	yours,	you	would	be	them	and	they
would	be	you.	This	arbitrariness	of	identity	gave	Parfit	a	profound	sense	of
compassion	for	other	people.

Parfit	is	not	alone	in	viewing	the	self	as	an	arbitrary	construction	rather
than	an	enduring	essence.	Daniel	Dennett	makes	an	elegant	analogy	between
the	self	and	the	center	of	gravity.48	Any	object	with	mass—whether	a	bowl,	a
piece	of	lumber,	or	even	a	brain—has	a	mathematical	center,	a	precise
location	that	would	allow	you	to	balance	that	object	if	you	were	to	put	it	on	a
pointed	stake.	However,	this	center	of	gravity	is	not	a	“thing”	that	exists
independently	of	all	the	stuff	around	it,	and	if	you	took	apart	the	object,	you
would	never	find	a	separate	little	object	that	is	the	center	of	gravity.	The	self
is	a	lot	like	that—it’s	just	the	theoretical	point	that	lies	at	the	center	of	all	your
mental	experiences,	memories,	thoughts,	feelings,	sensations,	goals,	desires,
and	personal	relationships.	“You”	is	like	a	web	without	a	spider,	a	collection
of	memories,	thoughts,	desires,	and	feelings	that	is	fragile	and	tenuous	and	yet
still	glimmers	in	the	sunshine	of	perception.

Or	perhaps	a	better,	if	less	elegant,	analogy	is	that	the	self	is	like
particleboard,	that	mainstay	of	affordable	furniture.	To	all	appearances
particleboard	is	hard	and	very	real,	and	like	the	self,	it	can—metaphorically—
bear	the	weight	of	other	people,	break	if	struck	too	hard,	and	has	sharp	points
that	can	hurt	others.	It	is	also	fundamentally	separate	from	other	pieces	of
particleboard.	However,	upon	closer	inspection	you	would	see	that	this
material	is	merely	a	collection	of	little	fibers	pressed	together	and	bound	with
glue.	If	you	placed	separate	pieces	of	particleboard	in	a	pool	of	water,	the	glue
would	slowly	dissolve	until	all	the	fibers	separated	and	floated	together,
completely	intermingling.

In	the	case	of	your	mind,	the	glue	that	binds	together	your	memories—the
fibers	of	your	past	experiences—is	the	fact	that	they	happened	to	the	same
body,	the	same	collection	of	cells	that	looks	back	at	you	in	the	mirror	every
morning.	Despite	the	ultimate	uncertainty	surrounding	the	question	of	other
minds,	it	is	likely	that	everyone	you	know	has	the	same	powerful	emotions
and	deep	thoughts	as	you	do.	Unfortunately,	your	own	collection	of
memories,	thoughts,	and	feelings—your	mind—prevents	you	from	truly
appreciating	that	fact.	Being	one	mind	prevents	you	from	truly	appreciating



the	minds	of	others.	This	is	perhaps	the	deepest	of	paradoxes	from	the	mind
club.

Being	trapped	in	our	own	minds	prevents	us	from	fundamentally
connecting	with	others,	and	there	is	no	way	to	escape	our	own	minds.	We	are
forever	a	point	of	view:	even	if	we	lose	our	memories,	meditate	away	our
desires,	and	quiet	our	constant	quest	for	mental	control,	we	are	still	a	source
of	perception.	But	recognizing	this	fact	provides	the	secret	to	transcending
ourselves	as	much	as	we	possibly	can.	By	understanding	that	we	perceive	the
world	instead	of	understanding	it	directly,	we	can	realize	not	only	that	the	self
is	fragile	and	that	free	will	is	an	illusion	but	also	that	other	minds	can	be	both
more	and	less	than	they	appear.

Through	our	odyssey	of	mysterious	minds	ranging	from	dogs	to	gods,	we
have	seen	that	all	the	minds	around	us—and	our	very	self—rest	upon
perception.	Nevertheless,	these	perceptions	have	the	psychological	force	of
raw	reality	and	are	what	compel	us	to	love	and	to	hate,	to	harm	and	to	protect.
The	idea	of	the	“mind	club”	could	be	interpreted	as	meaning	that	these
perceptions	of	mind	are	not	objectively	real,	but	we	suggest	that	they	are	the
only	thing	that	is	real.	We	are	perceivers,	and	from	the	perspective	of
perceivers,	our	perceptions	are	all	we	have,	and	that	makes	solid	the	ethereal.
As	the	Buddha	said,	“Things	are	not	as	they	are	seen,	nor	are	they
otherwise.”49	We	couldn’t	agree	more.
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*	The	first	woman	to	earn	a	PhD	in	psychology,	Margaret	Floy	Washburn,	fanned	the	controversy	back
in	1908	with	a	forceful	argument	in	favor	of	dogs	and	other	animal	minds.



*	Alan	Turing	was	interested	in	all	things	cryptic	and	also	helped	to	crack	the	Nazis’	Enigma	cipher
during	World	War	II.



*	No	relation	to	Kurt	Gray.



*	Though,	for	safety	reasons,	ideally	not	all	at	the	same	time.



*	However,	if	you	are	from	the	Discovery	Channel	and	are	interested	in	this	idea,	please	call.



*	The	word	“dyad”	comes	from	the	Greek	word	dýo	and	simply	means	“two.”



*	Our	apologies	for	maligning	them	in	the	first	chapter.



*	A	small,	potted,	palm	tree–like	plant	found	in	many	offices.



*	Answer:	impossibly	unlikely.



*	Strongly	suggesting	that	children	are	simply	crows	with	a	belief	in	magic.



*	Light	consists	of	waves,	and	the	frequency	of	these	waves	determines	its	color.



*	One	particular	lab	uses	Marshmallow	Fluff	to	entice	primates.



*	Some	people—pet	psychics—do	think	they	have	an	amazing	ability	to	read	the	thoughts	of	animals.
One	California	pet	psychic	named	Laura	Stinchfield	will	charge	you	only	two	hundred	dollars	per	hour
to	telepathically	talk	with	your	pooch	(even	if	it’s	dead).



*	In	truth,	teenagers	have	a	large	enough	prefrontal	cortex	but	have	relatively	fewer	connections
between	this	neural	structure	and	the	rest	of	their	brains.



*	Not	that	we’re	advocating	for	this.



*	A	breed	of	dog	similar	to	a	German	shepherd	but	more	compact.



*	“Fuck”	was	the	ninth-highest-ranked	word	stem.



*	Kasparov	was	much	less	gracious	than	Jennings	in	defeat	and	accused	IBM	of	cheating.



*	This	idea	was	first	suggested	in	1906	by	psychologist	Ernst	Jentsch,	who	was	quoted	in	Sigmund
Freud’s	essay	“The	Uncanny.”



*	There	is	a	tendency	to	call	Kismet	“he,”	but	its	creator,	Cynthia	Breazeal,	carefully	refers	to	it	as	“it,”
steadfastly	avoiding	anthropomorphism.



*	Of	course,	Kurt	technically	has	a	“doctorate,”	but	when	someone	calls	out,	“Is	there	a	doctor!?”	they
are	rarely	looking	for	some	emergency	help	with	experiments	on	mind	perception.



*	Did	“villains”	write	about	true	evilness?	You	bet.	One	person	wrote	about	taking	the	pen,	stabbing	the
male	research	assistant	in	the	neck,	and	then	sexually	assaulting	the	female	research	assistant.	Add	one
point	for	experimental	validity,	and	subtract	a	million	points	for	human	nature.



*	Her	catchphrase	was	“Breakfast	without	orange	juice	is	like	a	day	without	sunshine.”



*	Bryant	and	Barrett	were	prescient:	History	shows	that	gay	rights	lead	to	famine,	nuclear	war,	and
anarchy.	Or	perhaps	instead	to	reduced	crime	and	rising	property	values.	D.	Christafore	and	S.
Leguizamon,	“The	Influence	of	Gay	and	Lesbian	Coupled	Households	on	House	Prices	in	Conservative
and	Liberal	Neighborhoods,”	Journal	of	Urban	Economics	71	(2012):	258–67.



*	To	see	for	yourself,	you	can	visit	www.mpmlab.org/groups.



*	Rumor	has	it	that	Kant	died	a	virgin.



*	He	is	also	the	cousin	of	the	entertainer	Sacha	Baron	Cohen,	aka	Ali	G,	aka	Borat,	aka	Brüno.



*	German	Battalion	371	defeated	the	Royal	Welch	Fusiliers,	2–1.



*	It	is	also	a	universal	truth	that	plots	involving	comas	are	always	elaborate	and	confusing.



*	Only	kidding—his	ability	in	calculus	was	untested.



*	Also	often	referred	to	as	Lou	Gehrig’s	disease,	after	the	baseball	player	who	died	from	it	at	age	thirty-
seven.



*	Latin	for	“bridge,”	this	brain	region	helps	relay	signals	from	other	neural	areas.



*	For	a	full	discussion	of	the	inadequacy	of	imagination,	we	encourage	you	to	read	Daniel	Gilbert’s
Stumbling	on	Happiness.



*	In	ancient	Greek,	sorites	means	“heaped	up.”



*	One	of	these	replications	was	conducted	in	our	lab	and	written	up	in	a	paper	entitled	“Clever	Hands,”
in	a	nod	to	the	power	of	perception	revealed	in	the	case	of	the	horse	Clever	Hans.



*	Not	a	real	pop	band	.	.	.	yet.



*	Proximity	within	a	virtual	space,	such	as	in	a	World	of	Warcraft	guild,	is	a	matter	of	perception.



*	Bryce	Huebner,	a	philosopher	at	Georgetown	University,	and	her	colleagues	have	found	similar	results
when	asking	about	the	nation	of	China.	B.	Huebner,	M.	Bruno,	and	H.	Sarkissian,	“What	Does	the
Nation	of	China	Think	About	Phenomenal	States?”	Review	of	Philosophy	and	Psychology	1	(2009):
225–43.



*	This	quote	is	in	fact	from	Französischer	Witz,	by	Kurt	Tucholsky.	A	French	diplomat	says,	“The	war?
I	can’t	find	it	too	terrible!	The	death	of	one	man:	that	is	a	catastrophe.	One	hundred	thousand	deaths:
That	is	a	statistic!”



*	No	joke—4	percent	of	American	voters	believe	in	the	existence	of	Reptilians,	according	to	a	2013
Public	Policy	Polling	poll.	P.	Bump,	“12	Million	Americans	Believe	Lizard	People	Run	Our	Country,”
The	Wire,	April	2,	2013,	http://www.thewire.com/national/2013/04/12-million-americans-believe-lizard-
people-run-our-country/63799/.



*	That	is,	the	plane	crash	that	claimed	the	lives	of	Buddy	Holly,	the	Big	Bopper,	and	Ritchie	Valens.



*	Despite	looking	totally	crazy.



*	“Mono-,”	the	English	prefix	for	“one,”	is	derived	from	the	Greek	monos,	which	means	“alone,	only,
single.”	Other	appropriate	uses	of	the	word	include	“That	lady	with	fourteen	cats	will	forever	be	a
monist.”



*	Admittedly,	Jesus’	rainbow	horse	isn’t	in	the	Bible.



*	Of	course,	we	know	that	all	dogs	go	to	heaven	(just	ask	Pope	Francis),	and	souls	are	necessary	for	this
spiritual	journey.



*	These	discussions	about	death	ensure	that	we	never	get	asked	to	babysit.



*	A	Greek	island	that	boasts	more	healthy	nonagenarians	than	anywhere	else	on	Earth.



*	The	actual	quote	begins,	“Be	ashamed	to	die	until	you	have	won	some	victory	for	humanity.”



*	Oh	my.



*	An	onion-flavored	corn	snack	made	by	Frito-Lay.



*	This	idea	is	called	memetics,	treating	ideas	(i.e.,	memes)	through	the	framework	of	genetics	and
natural	selection.



*	In	the	terms	of	philosopher	Daniel	Dennett	(mentioned	in	chapter	1),	we	can	take	a	“design”	stance
with	the	can	opener.



*	Potassium,	a	relatively	common	element	in	rocks,	decays	over	millions	of	years	into	the	gas	argon,
which	remains	trapped	in	the	crystal	lattice	of	rocks	until	cracked	open	by	geochronologists	(geologists
who	specialize	in	dating	minerals).	Kurt	majored	in	earth	science	before	switching	to	psychology.



*	See	www.thechurchofgoogle.org.



*	If	you	are	pretentious,	or	just	into	brevity,	you	might	prefer	the	Latin:	Cogito	ergo	sum.



*	Yes,	that	means	that	there	is	a	fifty-fifty	chance	that	you	are	below	average	in	lovemaking	ability.



*	Pronounced	“Mee-hy	Cheek-sent-mə-hy-ee.”
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